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ABSTRACT

The work addressed in this doctoral thesis concerns the use of immersive audio techniques
within the application of Networked Music Performances (NMP). The core question postulated
asks whether immersive audio technology improves the quality of a distributed network
performance. In its larger scope, this research aims to guide the drafting of multidisciplinary
study methodologies that adequately consider the multitude of aspects that come into play when
determining whether an immersive system is beneficial in a given context. The illustrated
investigation aims to shine a light on the relationship between Immersive Quality and other quality
metrics within NMPs, making a case for the introduction of interaction-design strategies inspired
by Virtual- and Mixed- reality applications.

The first part of this work is concerned with presenting the implementation of
novel proof-of-concept applications that illustrate the merging of real-time distributed music
performance networks with Virtual- and Augmented reality environments. A critical analysis
of the work incurred in literature and by the author, during the doctoral program, presents the
challenges faced by audio engineers working to implement immersive experiences for audiences
and musicians.

The second, and larger part, of the dissertation, gives a central focus to a new empirical
study designed to provide insight into the roles of latency and auralization, and their interactions,
in eliciting the psychological construct of Auditory Copresence, intended as an extension of social
telepresence, and explored in its relation towards subjective or objective measures of the quality
of experience. In more detail, the study consists of a simulation of a music performance over
the Internet using asymmetric node locations, in which remotely placed musicians are digitally
connected between rooms that are different in acoustic character while being presented with
different rendering strategies of virtual acoustic environments. Several layers of evaluation are
investigated by collecting and analyzing data from in-session questionnaires, listening evaluation
tests, and digital signal analysis.

Results derived from mixed-effects regression models show that latency was the biggest
factor in degrading quality metrics across all observed layers, while the auralization strategies
were partially identified as positive contributors to subjective dimensions of evaluation,

including “copresence”, but not toward objective metrics relating to tempo stability and beat
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synchronization. Secondary effects related to “learning effects”, or “time within a system”,
and individual biases were also found to significantly contribute to explaining variability in the
response. A correlation analysis among the response layers suggests that different dimensions of
evaluation are not correlated, implying that improving the “immersive experience” in NMPs does
not necessarily translate to improvements in the musical outcome.

When put into the context of future VR/AR NMP applications for traditional music
performance, the results indicate that the engineering cost of creating an immersive experience
for musicians may not always be a worthwhile contributor to the audience experience as the
introduction of auralization and spatialization methods did not improve the objective musical
outcome of performances. However, the subjective experience of performers can improve to a
significant degree, provided that latency is kept within the established thresholds for time-critical
music performance. The effects of auralization strategies on the musical outcome were found to
be room-dependent, prompting further discussion on the interactions between the local acoustic
character of a listening room and the acoustic character of an auralized virtual environment.
Future work is directed toward a more parameterized investigation of artificial reverb and its
interaction with local acoustics, dynamic 3DoF auditory displays, and multimodal immersive
displays involving virtual or mixed-reality headsets.

The findings provided by this work have important validation and discovery value for
connecting the factors affecting perceptual experience to the technical limitations of distributed
systems in regard to signal latency and immersive displays. Furthermore, for the larger
community, the data will be made available through a novel public dataset of distributed music
performances. The gained insights can contribute to the larger conversation about the design of
NMPs and help with the management of specific system-dependent “latency budget” according to

the priorities set by applications.
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“There is geometry in the humming of the strings.
There is music in the spacing of the spheres. ”

— Pythagoras
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Glossary of Terms & Acronyms

Research Areas

o Immersive Audio: A multidisplinary branch of auditory sciences involving the study and
production of audio content, technology and experiences capable of eliciting realistic
“auditory immersion”. The field mainly combines audio engineering and acoustics with
psychoacoustics. Immersive audio is commonly used in applications such as virtual reality,
gaming, and live performance to create a more immersive and engaging experience for the

listener.

o Psychoacoustics: Interdisciplinary branch of cognitive psychology concerned with auditory

perception and its physiological effects.

o NMP: Networked Music Performances. An internet-based collaborative system between two
or more connected performers physically distant from each other. Also known in literature

as Distributed Performance Networks.

o Music Cognition: The branch of psychology which investigates the understanding of the

perception of musical qualities.

o MIR: Music Information Retrieval. Branch of signal processing that deals with the extraction

of musical parameters and information from digital audio signals.

Acoustics
¢ Sound-field: a region in a material medium in which sound waves are propagating.
o Acoustic free-field: A situation in which acoustic reflections do not occur.

o RIR: Room-Impulse-Response. Response of an acoustic receiver to an impulse sound
source, used to characterize the acoustic properties of a space as sound is reflected by hard

boundaries. It can be measured or modeled.

o HRIRs: Head-Related-Impulse-Responses, a stereo acoustic filter which describes the path

of a sound source to the human ears from a defined location.
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o BRIRs: Binaural room impulse responses. = HRIRs measured in the presence of

reverberation.

o ISM: Image Source Method. A method used to model impulse responses using geometric,
shoebox, and path calculations for sound reflections from a source to a receiver (Dance and

Shield 1997).

o Plausibility: A perceptual measure of the extent to which an auditory simulation is in
agreement with the listener’s expectation of a corresponding real event. (Lindau and

Weinzierl 2012).
o SPL: Sound Pressure Level.
o Reverberation Time, Tgp: Time required for an impulse sound inside a room to decay by 60
dB.
Immersive Systems

o Presence: The feeling of “being there” (Heeter 1992). The perceptual illusion of

non-mediation (Lombard and Ditton 1997).
o copresence: The feeling of being together in a shared space (Riva et al. 2003)

o Telepresence: The extent to which one feels present in the mediated environment, rather

than in the immediate physical environment (Steuer 1992).

o VR: Virtual Reality. The computer-generated simulation of a three-dimensional image or

environment that can be interacted with in a seemingly real or physical way by a person.

o AR: Augmented Reality. The general introduction of digital information about the real world

around a user though a technological device.

o MR: Mixed Reality. The blending of digital elements with the real local environment using
dedicated tracking technology. The rendering is locally adaptive and respectful of the

physical boundaries of the space (Milgram and Kishino 1994).
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o XR: eXtended Reality. Umbrella term to indicate the common fields and technologies of

Virtual, Mixed and Augmented reality.

o Ecological approach: The act of testing and observing the effect of a technology in its

intended use case scenario, as opposed to a controlled experiment.

o HMD: Head-Mounted Display. Wearable device provided with an occlusive (VR) or

transparent (MR) stereoscopic screen provided with sensors.

¢ 3DOF: 3-Degrees of Freedom. Attribute of technology capable of sensing and reacting to
3-dimensional rotation of a device using gyroscopes. For example, a 3DOF XR device can

respond to a user moving or rotating the head (yaw, pitch and roll).

o 6DOF: 6-Degrees of Freedom. Expansion on 3DOF by adding sensors capable of tracking the
XYZ position of a device inside a space. A 6DOF XR system can respond to a user walking
within a (usually delimited) space.

Distributed Networks
o NMP: Network Music Performance
o LAN: Local Area Network

o WAN: Wide Area Network

o DAW: Digital Audio Workstation, software environment to record and process digital audio

signals.

o UDP: User Datagram Protocol. A transmission protocol used for real-time information,

lenient to packet losses and unreliable connections.

o VST: Virtual Studio Technology, DAW processing plugin software.

Network Music Performance
o BPM: Beats Per Minute. Measure of tempo.

o IBI: Inter-beat interval. Range in seconds between the onset of a quarter beat and the next.
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o RIA: Realistic Interaction Approach. The act of making music in a distributed network as
if in the same room, that is, without applying particular musical compensation strategies

(Cardt and Werner 2009).

Statistics

o LMM: Linear Mixed Model. Prediction models from the regression family that can account
for “random factors” by introducing a random intercept or slope in the model fitting terms.

Useful to account for response variability tied to subjective biases.

o GLMM: Generalized Linear Mixed Model. An expansion of linear mixed model capable
to account for nonnormally distributed predictions (e.g. binomial variables or Poisson

distributed variables).

o PCA: Principal Component Analysis. A statistical method used to transform correlated
variables into principal orthogonal components, maximizing variance and facilitating the

construction of a predictive model (Smith 2002).

o ANOVA: Analysis of variance. A statistical model used to detect significant differences
among the means of group distributions and possible interactions between independent

variables in the recorded responses. There are several variations of the ANOVA test.

o JND: Just Noticeable Differences. Quantifiable perceptual threshold of noticeability

between two closely related events.
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CHAPTER1

INTRODUCTION

The advent of immersive Virtual- and Augmented-reality technologies in the consumer
market has opened new frontiers of digital applications to the public. Immersive Technologies are
progressively being adopted in several dimensions of human-skilled practice, spanning several
fields of science, medicine, engineering, and arts. In this landscape, academia plays a crucial role
in advancing the field by researching new, future-oriented ideas and experimenting with novel
proof-of-concept experiences, providing useful data that feeds back to the technical engineering
of new tools. By taking on this role, academic researchers can delve deeply into studying the
effects of this technology on target populations and unravel the technical and creative challenges
that arise across diverse professional uses. Although the road is still long for the widespread
adoption of extended-reality technology in daily life tasks, new potential horizons are opening
as the technology develops, changing the nature of future digital interaction.

Within the realm of music, a lot of work is being done with the intent of merging immersive
telecommunication with distributed music networks, in order to provide a socially immersive,
plausible, and collaborative digital virtual environment for the creation of music. Immersive
technology, such as mixed and virtual reality, can be used to create digital social interactive
environments and new dimensions of musical collaborations. Their usage in distributed music
networks has the potential of augmenting the experience towards a more “cohesive” or “realistic”
interaction that brings the activity of making music over an internet-based network closer to that
of a real-life traditional interaction.

Distributed music environments have been studied in academia for years, enabling
musicians and researchers to connect, rehearse, and perform remotely in “real time”, using
internet-based audio-visual exchanges. Nevertheless, the combination of modern immersive
technologies with distributed music performances over the internet is a relatively new and

unexplored approach that is rapidly gathering interest. The renewed interest in the topic and



the technological progresses call for renewed research, capable of approaching the field through
new artistic and scientific lenses. Although mixed-reality tools are still under development and
not widely available, prototype systems can be used to study the requirements that need to be
met by the industry for the development of high-quality collaborative experiences. The strong
current demand for augmenting artistic expressivity, and the need to adapt artistic collaboration
to today’s use of remote-presence technology, has accelerated the development of new paradigms
for interactive music enjoyment and production, whether offline or in real-time, whether in
person or remotely.

One of the most promising aspects of immersive technology is the ability to create new
forms of distributed musical collaborations and interactions that were previously only available
in laboratory conditions. As this technology continues to mature, it is likely that we will see
new and innovative applications emerge that will fundamentally transform the way that we
think about music and the creative collaborative process. Already, we see a first generation
of immersive music performance applications being published, including remote VR concerts
(Charron 2017), augmented musical practice and education (Shahab et al. 2022; Barate et al.
2019), virtual recording sessions and rehearsals (Cairns et al. 2022), interactive collaborative
music experiences (Schlagowski et al. 2022), creative interfaces, and more (Loveridge 2020).
Within this context, researchers are investigating how immersive technologies can be used to
enhance the emotional and sensory experience of music, while also exploring how they can
be integrated with traditional musical instruments and techniques for an effective performance
outcome. Additionally, there is growing interest in studying the social and cultural implications
of immersive musical experiences, such as how they may impact audience engagement, music
education, and the distribution of musical content. As the field continues to evolve, it will be
important for researchers, musicians, and industry professionals to work together to ensure that
these technologies are used in ways that enhance, rather than diminish, the richness and diversity
of musical expression.

The precise methods for eliciting inner psychological constructs associated with auditory
copresence in immersive distributed music networks, as well as their influence on subjective
experiences and technical results, remain largely unanswered inquiries. For example, one of

the current unknowns is whether immersive NMP experiences translate to effective musical



quality in the traditional sense. While some early experiments have shown promising results,
there is still much research to be done in order to fully understand the relationship between
different realms of quality evaluations. Additionally, questions remain about how to design and
implement distributed immersive musical experiences in ways that are engaging and meaningful

for concurrent performers and audiences alike.

1 Problem Statement

This dissertation is concerned with the idea of Immersive Network Music Performances as
applied to experimental applications involving different combinations of design constraints and
organizations of musical performers and audiences. To summarize the main motivation behind
the work of this manuscript, the following research question is posed: “Does immersive audio
technology improve the quality of a distributed network performance?”. The nature of the problem
is expanded through review of previous literature and projects and through a new empirical
study produced for this dissertation. While extensive literature exists on the effect of latency on
distributed performance, and on the effect of virtual acoustic environments on the “immersive
experience”, there is little material published on the combinations of these two elements and
their combined effects, evaluated through different lenses of “quality”.

Central to this dissertation is the conversation around how an immersive distributed
music application can make the experience closer to that of a traditional music interaction.
Subsequently, the subjective assessment of immersive qualities has to be put in the context of
the application hereby examined. In this sense, it is sought to create an auditory illusion for
two musicians remotely connected from different sorts of environments (eg. concert hall and
studio booth) and measure the effects on performance. The goal is for the participants to come
closer to the sensation of performing as if together in the same acoustical space. In the context
given, musicians use technology to participate in a distributed performance that cannot happen
in the natural world. Yet, one of the primary objectives of immersive technology is to simulate
“reality” and remove the awareness of the medium. Since the main experiment illustrated by this
document does not employ direct visual components linking the connected nodes, such as video

or avatar representations, the reference to “immersion” is strictly limited to the auditory realm.



The psychological constructs that build the inner sensations of reality are usually identified
in the “plausibility” realm of attributes. For example, a system can be rated based on how close is
an audiovisual output to the expected sensorial experience of a person. However, another aspect
that is central to a distributed interaction is that of “Presence” as transportation (Biocca et al. 2003;
Nowak 2001) and virtual co-location (Mason 1994; Zhao 2003), or more specifically “Copresence”.
Copresence is a central desirable outcome of interaction through a virtual or augmented medium
and points to the inner belief of a user of “being present in the space with someone” whether
virtually or in real life, and is increasingly being used as an evaluation metric for assessing the

immersive success of a social augmented or virtual reality experience.

1.1 Significance of Study

The results attained by this work primarily expand the existing literature by providing insight into
the effects of auralization strategies and latency levels (interacting with other inherent factors) on
subjective and objective quality metrics, exploring relationships across evaluation dimensions.
In addition, the work adds empirical data to the validation of immersive experience models
(Lee 2020) as applied to the context of network music performance. The formulation of the
specific hypotheses brought forward is driven by real challenges encountered while working on
collaborative XR experiences dedicated to music interactions. The answers to the formulated
hypotheses directly inform future iterations of experience design, showing the extent to which
interventions targeting “immersive” attributes of a communication network translate to the
objective of producing accurate music performances in distributed settings.

In practical terms, the conducted studies are intended to inform the future design of
immersive distributed music networks and indicate how the investigated factors may affect the
success of the collaborative interaction. These insights can help to guide the balance of the
tradeoff between system complexity and “immersion quality”, according to the target objective
of an application. Moreover, the vast quantity of data collected through this work can be useful to

the wider NMP community to expand the analysis to other hypotheses and secondary effects.



2 Dissertation Overview

This document is divided into two main parts. The first part illustrates a series of exploratory
studies looking into the combination of immersive audio auralization methods within the context
of distributed Music Performances (NMP), and the description of pilot “augmented NMP concerts”
implementations involving several layers of media distribution. Each work is discussed with
a dual-lens that combines the perspective of the scientific and engineering challenges with
those pertaining to digital experience design, illustrating the driving theory and principles. The
second part of this dissertation concerns an experiment designed to explore the specific role of
auralization in relation to psychological constructs related to auditory copresence (a type of “social
telepresence”) and their impact on the musical outcome of a two-way distributed performance
of a musical piece, simulating an internet-based collaboration. The common thread linking
the works exhibited in this document is the pursuit of enhancing our comprehension of the
technical and conceptual obstacles inherent in creating and executing immersive distributed
music experiences, while also collecting valuable data for scientifically studying the impact of

technology on individuals.

2.1 Dissertation Structure

The dissertation commences in Ch. II with an exposition of pertinent background literature
related to research areas associated with the work presented in this dissertation, with a focus
on some key studies that provide the motivation and theoretical background for the experiments
portrayed in later chapters. This chapter includes a summary of auralization methods and their
effects on interactive media and systems, and their “immersive qualities”. While the literature
primarily focuses on the auditory domain, the interplay between sound and the visual field of a
listener is crucial to creating convincing auditory illusions. Research investigating the impact of
visual context on sound perception is particularly relevant to multimodal systems. This discussion
is anchored in the extensive body of literature on various aspects of Presence (such as telepresence,
social presence, copresence, etc.), which represents the desired psychological state to induce in users

of immersive virtual and augmented environments. Lastly, the dissertation delves into the subject



of Network Music Performances, discussing its current state-of-the-art, the standard challenges that
are encountered, and novel experimental applications in the field.

The following two chapters, Ch. III illustrate previous relevant work conducted and
published by the author and colleagues during the doctoral program at NYU’s Music and Audio
Research Lab. Previously accomplished work gravitates around audio engineering research
aimed to investigate the interactions of real and virtual Acoustics in VR and AR experiences,
the effects of head-mounted-displays on the local acoustic field, and examples of VR music
experiences experimenting with integrating combinations of real and virtual sources with
diverging embedded acoustic character. Furthermore, the chapter presents previous work in
the realm of NMPs, primarily focused on the “Holodeck” - a complex multimodal experimental
network architecture for real-time augmented interactions. Proof-of-concept reduced versions of
the Holodeck have been employed to investigate augmented concerts that involve musicians and
performers distributed across different locations within the network nodes and remote locations,
as well as real-time avatar embodiment of stage performers, revealing a challenging intertwined
combination of individual interaction paradigms to solve. The chapter also features summaries
of more targeted studies that explore the characterization of latency and acoustic features of
distributed audio networks, along with a study on the impact of spatial direction on musical
interactions.

The core of the dissertation is contained in the chapters going from Ch. IV to Ch. VIII
representing the second part of the document. This part presents a previously unpublished
scientific experiment carried out for this dissertation. The principal goal of this study is that of
exploring the effects of the interactions of audio transmission latency and auralization strategies
over a distributed music network evaluated through different layers of “quality”. This is explored
through a set of auralization “modes” designed following principles drawn from the mixed-reality
and virtual-reality fields, in the attempt to create a feeling of “immersion” and “presence” in users.
In the process, hypotheses are made on how the subjective elicitation of “Auditory copresence” in
participants of distributed music systems can be facilitated, and how it does correlate to other
layers of evaluation that look at the technical outcome of a performance. The purpose is to
understand better how “immersive quality” ratings can work as a proxy to predict task success

within the NMP context. Ultimately, the study aims to make a case for introducing spatial audio



and virtual auralization processes within NMP systems and drive towards a digital experience that
more closely emulates that of a “real” performance without sacrificing effectiveness.

In specific, Ch.IV lays the motivations behind the study goals and illustrates the design of
different auralization environments applied at the network nodes, as well as the general study
constraints applied. The following chapters, Ch. V and Ch. VI illustrate the methodology
used for the technical setup of the experiment, including acoustic measurements used for the
auralization effects, and the data collection process to acquire the primary data in the form of
raw recordings. The primary data is used to extract three subsequent layers of evaluation data,
consisting of direct subjective experience ratings from the actual study participants, objective
tempo/beat performance metrics, and third-party annotations and ratings by musically-literate
individuals. The secondary layers form the data being fed to a statistical analysis framework.
This framework is described in Ch. VII and it involves the use of “Generalized Linear Mixed
Effects Models” (GLMM for short) to estimate the relationship between the effects of auralization,
latency, and other secondary factors, towards the results of the different evaluation layers.
The analysis draws effect size estimations and identifies significant contributors to observed
variances while accounting for random effect variations. A correlation study on the observed
variables provides further insight on the connections between the inner subjective experience of
the performer-participants and the objective musical outcome produced within the established
network. The discussion portrayed in Ch. VIII analyzes the results in connection with the starting
research questions and hypotheses, with a focus on the link between virtual and augmented
auralization networks and “presence” constructs and whether these constructs can serve as a
proxy to evaluate the success of the application task, that of an effective collaborative music
performance over a distributed network.

The final chapter of the dissertation draws higher-level conclusions from the work
presented, in the larger context of integrating XR and immersive audio in novel types of NMPs.
From the viewpoint of engineers, performers, and digital experience designers, this chapter
provides a summary of the array of scientific and artistic challenges encountered in the process

of designing experiences.



3 Key Terms

The following definitions are provided to remind the context of the work portrayed in this chapter.
This chapter defines “Virtual acoustics” as the field of study concerned with the simulation and
reproduction of acoustic environments in a virtual or digital space. It involves using digital signal
processing techniques to recreate the complex acoustic behavior of real-world environments,
such as concert halls, recording studios, or outdoor spaces, in a simulated or virtual environment.
With the term “Extended Reality” (XR) we describe immersive technologies that enable users to
interact with digital content and the physical world in new and enhanced ways. It encompasses a
range of technologies, including Virtual Reality (VR), Augmented Reality (AR), and Mixed Reality
(MR), which offer varying degrees of immersion and interaction, usually through a headset device.

Network Music Performances (NMPs) refer to musical performances that involve musicians
located in different physical locations who collaborate and perform together in real-time
using networked technology. This is usually achieved through the use of high-speed internet
connections and specialized software that enables real-time audio and, optionally, video
communication between musicians. Non-internet-based NMPs also exist and are achievable
through dedicated infrastructure but present high costs and geographical limitations. NMPs can
take many forms, ranging from small-scale improvised performances between a few musicians

to large-scale concerts featuring multiple performers located in different parts of the world.

4 Related Academic Contributions

At the time of the distribution of this document, the principal study presented in this dissertation
has not yet been submitted for peer-reviewed publication. However, the journey that led to this

dissertation has helped produce the following related academic contributions:

XR Experience Design

¢ Andrea Genovese, Marta Gospodarek, and Agnieszka Roginska (2019b). “Mixed realities:
a live collaborative musical performance”. In: Audio for Virtual, Augmented and Mixed
Realities: Proceedings of ICSA 2019; Sth International Conference on Spatial Audio; September
26th to 28th, 2019, Ilmenau, Germany, pp. 159-164



o Marta Gospodarek, Andrea Genovese, Dennis Dembeck, Corinne Brenner, Agnieszka
Roginska, and Ken Perlin (2019). “Sound design and reproduction techniques for co-located
narrative VR experiences”. In: Audio Engineering Society Convention 147. Audio Engineering

Society

¢ Cindy Bui, Andrea Genovese, Trey Bradley, and Agnieszka Roginska (2020). “Multimodal
Immersive Motion Capture (MIMiC): A workflow for musical performance”. In: Audio

Engineering Society Convention 149. Audio Engineering Society

Distributed Music Network Studies

o Robert Hupke, Sripathi Sridhar, Andrea Genovese, Marcel Nophut, Stephan Preihs,
Tom Beyer, Agnieszka Roginska, and Jiirgen Peissig (2019b). “A latency measurement
method for networked music performances”. In: Audio Engineering Society Convention 147.

Audio Engineering Society

o Robert Hupke, Andrea Genovese, Sripathi Sridhar, Jiirgen Peissig, and Agnieszka Roginska
(2020). “Impact of Source Panning on a Global Metronome in Rhythmic Networked Music
Performance”. In: 2020 27th Conference of Open Innovations Association (FRUCT). IEEE,
pp. 73-83

Acoustic Calibrations Methods

o Andrea Genovese, Gabriel Zalles, Gregory Reardon, and Agnieszka Roginska (2018).
“Acoustic perturbations in HRTFs measured on Mixed Reality Headsets”. In: Audio
Engineering Society Conference: 2018 AES International Conference on Audio for Virtual and

Augmented Reality. Audio Engineering Society

o Andrea Genovese and Agnieszka Roginska (2019). “Hmdir: An hrtf dataset measured on
a mannequin wearing xr devices”. In: Audio Engineering Society Conference: 2019 AES

International Conference on Immersive and Interactive Audio. Audio Engineering Society

o Andrea Genovese, Hannes Gamper, Ville Pulkki, Nikunj Raghuvanshi, and Ivan J Tashev

(2019a). “Blind room volume estimation from single-channel noisy speech”. In: ICASSP



2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP).
IEEE, pp. 231-235

o Braxton Boren and Andrea Genovese (2018). “Acoustics of virtually coupled performance
spaces”. In: International Conference on Auditory Displays, ICAD. Georgia Institute of

Technology

¢ Julian Vanasse, Andrea Genovese, and Agnieszka Roginska (2019). “Multichannel impulse
response measurements in MATLAB: An update on scanIR”. in: Audio Engineering Society
Conference: 2019 AES International Conference on Immersive and Interactive Audio. Audio

Engineering Society

Events

In addition, the author contributed to the design and implementation of two academic events
which showcased the “Holodeck” platform to the public and generated interest in the questions

leading to the presented work:
o “Concert on the Holodeck: Connecting Artists” (Apr. 2018)

o Ozark Henry on the Holodeck: Map to the Stars (Oct. 2018)
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CHAPTERII

BACKGROUND AND LITERATURE

This literature review provides the theoretical background and overview of existing
research and scholarship relevant to the study. The purpose of the literature review is to establish
an understanding of the research problem and the underlying theoretical framework that informs
the study. While the main lens utilized for the studies is that concerning immersive audio
engineering, a multidisciplinary perspective is necessary in order to perform an investigation
where several fields interact for the creation of a future-oriented application.

The relevant theoretical background for the understanding of this work refers to the study
of “presence” in digital mediums, the categorization of immersive technologies and their main
differences, the connection between presence and room acoustics, an overview of distributed
music performance networks and their challenges, the effect of room acoustics on music, and
more. All of these topics intersect to form the background that informs the constituent theory

behind this dissertation.

1 Virtual, Augmented, and Mixed Reality

An important area to define is that of “immersive technology”, in particular eXtended Reality
(XR). The umbrella term “XR” is an inclusive term that incorporates the concepts of Virtual (VR),
Augmented (AR), and Mixed Reality (MR) systems. This dissertation touches on all three of these
technologies.

In recent years, research and engineering have broken new frontiers in XR at an
accelerating pace. The current technological landscape has opened up new horizons and
realms of applications for all types of performing arts. Although immersive technology has
existed for decades (Ohta and Tamura 2014; Minsky 1980), it is only now that we can tangibly

envision the use of such devices in our daily activities and profession-specific applications.
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Head-mounted displays, tracking sensors, and machine learning have improved immersive
multimedia technology to a level that might have seemed “futuristic” only a few years ago, giving
developers the necessary tools for quick implementations. Within the new landscape of mixed
and virtual reality, there is space for the enhancement of forms of artistic collaboration, such as
distributed music performances. As for other forms of arts (Murray 2017), new interdisciplinary
research fields are needed to support and guide the correct use and development of technology
in relation to music and virtual presence.

Immersive audio technology is deeply involved in this branch of computer science,
three-dimensional spatial audio allows us to localize and externalize sound with the intent of
simulating the real world, while acoustic rendering methods aim to reproduce a high-fidelity
virtual soundfield as close as possible to the expectations of a user given the present environment.
When the sensorial expectations are met, the immersive system can be classified as “plausible”

and considered capable of eliciting sensations of “presence” and “immersion”.

1.1 eXtended Reality and Collaborative Environments

The definitions for “Virtual-”, “Augmented” and “Mixed Reality” are often attributed to Milgram
and Kishino. Milgram gave the definition of MR as the “merging of real and virtual worlds,
somewhere along the virtuality continuum, which connects completely real environments to
completely virtual ones. In (Wagner et al. 2009) it is added that “MR systems augment the real
world with added virtual features (augmented reality, AR) or augment the virtual world with real
features (augmented virtuality, AV)”. This taxonomy space is illustrated in Fig. 1 showing the
“virtuality continuum”, declaring Mixed Reality to include the range of the continuum between,
but excluding, Real Environments and Full Virtual Environments. This representation is a
simplification of a design space that comprises three main factors: reproduction fidelity (of
the mediated stimuli), the extent of presence (conditions under which the physical stimuli are
received), and the extent of real-world knowledge.

Collaborative virtual environments are online spaces that allow multiple users to interact
with each other and with digital content in real-time. Users can be represented by avatars,
which are virtual representations of themselves that they control within the virtual environment.

Users can communicate with each other using text, voice, or gesture-based commands and can
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Figure 1: The virtuality continuum. Mixed-Reality comprises the range between real world (complete
reality) and virtual reality (complete virtuality). Image from (Milgram et al. 1995).

work together to achieve shared goals, such as collaborating on a project, solving a problem,
or participating in a virtual event. Laboratories such as the NYU Future Reality Lab have
been developing early prototypes of what future interactions in XR would be like. In the
Holojam project (HOLOJAM 2014), audiovisual sensors track multiple users and allow them to
interact through new forms of augmented communication (Perlin 2016). The platform has been
used to explore new forms and dimensions of immersive theater (Gochfeld et al. 2018), virtual
collaborations (Xia et al. 2018), and narrative MR art installations (Lobser et al. 2017), paving the
way for research in collaborative work and social interaction in virtual environments.

Another similar project is that of the “Holodeck” at NYU (Plass et al. 2022), a multi-room
platform capable of transmitting multimodal data across different nodes through a central
server (NYU Corelink | Homepage n.d.) that routes, records and processes the different types of
data streams. The streams can include audiovisual captures, motion capture data, rendering
configurations, and more. The range of applications that can be created on this network of
nodes is very wide, going from music performance to education and other sorts of simulation
environments. The particular approach of the platform is that of asymmetric rendering, where
each node adapts the interpretation of data in a way that fits the local rendering requirements and
conditions. Although the platform is still in development, some proof-of-concept work has been

conducted on it and is presented in Ch. III.

1.2 Presence in Virtual Environments

One crucial aspect of evaluating collaborative virtual reality/mixed reality (VR/MR) environments

is the concept of presence. “Presence” can be considered as a psycho-physiological attribute
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that combines the concepts of “plausibility” and “engagement” into a single latent psychological
construct, which can exist in various forms and topologies (Biocca et al. 2003).

The philosophical debate around the concept of “presence” led to different variations of
the definition. Traditionally, presence has been described as the perceptual illusion of “being
there” (Heeter 1992) or “illusion of non-mediation” (Lombard and Ditton 1997). “Presence” is
often portrayed as a multidimensional encompassing construct (Lombard et al. 2009), impacted

» &«

by the sensation of “transportation”, “realism” of sensorial stimuli, “perceptual” and “cognitive
immersion”, “social richness”, “social self-identification”, and “illusion of medium as actor”.
Several alternative conceptual models have been proposed with different organizations of
hierarchical structures of these elements (Lee 2020; Riva et al. 2003). Nevertheless, “presence”
is considered an important desired outcome of any immersive virtual environment, and the
debate focuses more on its possible measurement. Evaluation methods in general tasks
related to presence have ranged from the evaluation of subjective psychological phenomenon
(questionnaires) to the observation of objective biosignals (Slater and Steed 2000).

A renewed decomposition, relevant to the proposed work, is given by (Riva et al. 2003),
where presence is divided into physical presence, “being in a place”, and social presence, “being
together with another person”. Together, the two form copresence, the feeling, or illusion, of
“being together in a shared space”. This concept fits the purpose of acoustics in distributed
music as the goal is to create a subjective shared acoustic space, asymmetrically at each node.
Furthermore, copresence is also defined as a mutual exchange (Campos-Castillo 2012) where, in
addition to feeling as “being together”, the user also feels as “being perceived”. In relation to this
dissertation, “auditory copresence” is here defined as the illusion felt by a user of an immersive
system (for example, a musician) when perceiving a connected user (co-performer) as “being
here with me”, or the illusion of being transported to a remote location where the connected user
is present, essentially “being there with someone”.

Although established and validated presence questionnaires are found in literature (Witmer
and Singer 1998; Lombard et al. 2009; Lessiter et al. 2001), the field lacks a modern methodology
with proven reliability, validity, and sensitivity, capable of capturing auditory copresence in
immersive systems. In (Floridi 2005) a criticism is made that the methods of assessment of

presence cannot be purely subjective, as the measurement must be “objective and observable”,
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nor purely objective since external observations must be related to internal mental states.
It has been argued that it is possible to pair the success of presence with the success of
actions in an environment for which “presence” is a support (Zahorik and Jenison 1998). In
other words, the success of a distributed connection, where the meaning of the interaction is
socially co-constructed through dimensions of presence, can relate, by proxy, to the successful
psychological manifestation of presence (Mantovani and Riva 1999). Therefore, research
methods must be multidimensional in nature and context-dependent. In their review paper
(Wagner et al. 2009) the authors make a point that the best approach is a combination of
ethnographic observations, interviews, analysis of artifacts (activities performed in MR), and

presence questionnaires.

2 Background on Immersive Audio

Immersive Audio is a branch of audio engineering at the intersection of acoustics and cognition
that aims to study the characteristics of sound environments and model their perceptual effects.
In general, “the sense of immersion” can be achieved through a constructed soundscape of
directional and non-directional sounds surrounding the listener” (Roginska and Geluso 2017). The
study of human perception of sound, how we perceive the sense of space and distance, or how do
we localize an auditory event around us, has led to great advancements in simulation technology
where the goal is to digitally recreate a plausible auditory scene. By adding a three-dimensional
layer of auditory reproduction, spatial audio technology has contributed to advancements in
XR technology, entertainment media, navigation for the visually impaired, sonified information
environments, audiology, and others. Several modern multimedia applications make use of
immersive audio technology; for example, multichannel surround sound is a typical use case for
immersive audio available to consumers. Binaural audio through headphones has brought spatial
sound content to mobile devices by simulating interaural cues representing the location of a sound
source with respect to a listener (Kendall 1995). Spatial audio can also improve the understanding
of an auditory scene (Bregman 1994), a modern example is found in teleconferencing applications,
where the sense of telepresence and intelligibility of the interactions have been shown to improve
when the directional components were preserved (Pulkki 2007).

In recent years, the field of virtual reality and game audio has begun to look at spatial audio
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technology as a key component in improving the virtual experience and enhancing the plausibility
of virtual scenes (Friberg and Gardenfors 2004). In fact, new immersive displays such as mixed and
virtual reality experiences represent a very appropriate field of application for spatial immersive
audio, as the goal is to enhance the local soundfield by rendering digital “object” virtual sounds
with the illusion of belonging to the local listening space of a user. To create such illusions,
“spatialization” and “auralization” techniques can be applied to simulate the directionality of a
sound source, and its acoustic behavior within a reflective room, adding a “plausible” character

of realism to the original sound material.

2.1 Auralization

Immersive systems, such as mixed-reality or virtual-reality platforms, make extensive use of
“auralization” as a method to simulate the acoustic behavior of a physical space or an acoustic
system, with the intention of creating an auditory illusion where sound is perceived as originating
from a target acoustic environment. In the field of immersive audio, “auralization” indicates the
process of simulating the acoustic character of a target space (e.g. a particular room, an outdoor
space, a cathedral, a cave, etc.) over an audio stream or media object. The simulation recreates
aspects such as reflection patterns, diffuse reverberation field, frequency-dependent decays, and
more (Kleiner et al. 1993). A common auralization technique relies on the application of spatial
Room Impulse Responses (RIR), which in essence embed the reverberation patterns of a room in the
form of stereo FIR filters, applicable through signal convolution processes that can superimpose
the acoustic room character (made of diffused and directional components) onto a sound source
in real-time.

Generally speaking, the acoustic path of a sound stimulus produced in a room, traveling
toward a receiver, would acquire acoustic coloration depending on the position of the source and
receiver within the room (itself affected by room dimensions, surface materials, and obstacles).
The coloration is due to acoustic interferences between and among directional room reflections
and the diffused reverberation field with the direct sound arriving at the receiver. For example, a
church has a very distinct different sound than that of a recording studio, a RIR can describe the
auditory cues that create that difference. RIRs can be measured in situ. By reproducing an impulse

sound, for example, a balloon pop, we can capture the reflections and reverberation pattern of the
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Figure 2: Characteristic elements of a room impulse response. Image from (Schimmel et al. 2009).

space, capturing its “fingerprint” or “character”. Measurements are usually taken using a swept
sinusoidal signal, which embeds equal energy at all frequencies between the desired start and end
frequency points (Farina 2000). A deconvolution process between the recorded sinusoidal sweep
signal and the original test signal can finally retrieve the RIR in the time domain.

A typical RIR (figure 2) is composed of a position-dependent part (subdivided into a direct
path and a “early reflections” part) and a “diffused position-independent part ” that describes the
late reverberation curve. While the position-dependent partis specific to the location of the source
and the microphone within the room, the diffused part response is theoretically identical at any
unoccluded location within the space. RIRs are reference characterization curves that can also be
used as convolution filters since they embed the transfer function describing the sound reflection
behavior. Thus, a signal recorded under anechoic conditions can be simulated to sound as if it
were in a different place. In practice, whenever real-time processing is required, the simulation

takes place through buffered frequency domain multiplication (Cooley et al. 1967).

2.1.1 Spatialization

Spatial audio for headphones, known as “binaural audio”, uses special signal processing filters
to perceptually simulate the location and distance of a sound source around the head. When
measuring an impulse signal using in-ear microphone capsules instead of a regular microphone,
we can capture the acoustic transfer path of the source in relation to the ears. The resulting

stereo measurement embeds the localization cues that tell the human brain where a sound is
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located. The principal cues are Inter-Aural Time Delay (ITD), Inter-aural Level Difference (ILD), and
spectral distortions caused by diffraction and shadowing effects of the head and torso, as well as
resonances caused by the ears’ pinnae (Blauert 1997). The response of a source placed at distance
d, azimuth angle ¢, and elevation angle  (spherical coordinates) is described by transfer functions
that encode the ITD, ILD, and spectral cues. These transfer functions are called Head-Related
Transfer Functions (HRTFs) or Head-Related Impulse Responses (HRIRs) when in time-domain
form. Although HRTFs can be recorded on dummy head microphones for generalized responses,
or calculated using computational models (Algazi et al. 2002), the best degree of output quality is
obtained through individually measured HRIRs by inserting the microphones into the ears of the
intended listeners. These individual filters embed the localization cues caused by the subject’s
specific head and ear shape and size with higher-fidelity than a general HRIR measurement.

The combination of auralization and HRIR binaural filters can create the double illusion of
a sound source perceived as “being in a certain place” and “being in a certain location”. If the final
acoustic character of the rendered audio matches the expectations of a listener, then the virtual
recreation is likely to be subjectively deemed more realistic or plausible, as it merges with the local

reflection patterns, while the time and level of arrivals to the two ears create a directional cue.

2.1.2 Binaural Capture

It is possible to directly capture the spatial acoustic field of a reverberant room by the
measurement of binaural room impulse responses (BRIRs) which, like HRIRs, can be recorded for
general fit (with a “dummy head” baffle microphone representing an average human body) or
individual fit (with in-ear capsules placed in the listener’s ears).

The acoustic path from a source in a room to a receiver, directionally originating from an
azimuth angle 0, an elevation angle ¢ and a distance r represents a room transfer function. If the
receiver is a human listener, a further stage of signal coloration is introduced by the interactions
of the incoming direct and reflection wavefronts with the pinnae “receiver” ears. The geometrical
offset of the ear receivers results in two different paths embedding the “binaural cues” relating
to the original emitted sound and its reflections. The cues consist of time, phase, and level
differences that the human brain can decode into a perceived sound location in three-dimensional

space. To properly capture these spatial relationships, it is possible to utilize specialized binaural
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microphones that comprise a rigid body “human head” in between a stereo-pair of receiver
microphones (“dummy head microphones”). By directly measuring impulse sounds in a room
with a binaural microphone, we obtain a Binaural Room Impulse Response (BRIR). BRIRs are thus
FIR filters that describe a static acoustic relationship between a source in three-dimensional space
within a room and a generalized human listener within the same room. In this document, the

resulting time-domain acoustic path Hp of a source in room R is defined as follows:

Hp(t){0,¢,r,ch} = BRIRR(t){0,¢,r,ch} +¢& (1)

Where 6 and ¢ are the polar angles of incidence of the direct wavefronts, r is the distance
between source and receiver, ‘ch’ denotes either the Left or Right ear signal channel, and ¢ is an
umbrella error term comprising coloration error introduced by the electronic equipment used for

the reproduction of the emitter stimulus and the capture of the signals.

2.1.3 Application of Acoustic Filters

Any acoustic response filter, whether RIR, HRIR, or BRIR, can be transferred to an anechoic signal

by the process of signal convolution between the FIR filter and a signal buffer (eq:2).

y(t) = h(t) = x(t) )

Where y(t) is the time-domain processed signal, h(t) is the acoustic impulse response FIR filter,
x(t) is the original dry signal to be processed, and = is the convolution operator. A simple fast
convolution version exists in the form of multiplication of the Fast Fourier Transform (FFT) of the

signal and impulse response, followed by an inverse FFT.

y(t) = IFFT(H (f) x X(f)) 3)

By convolution, we can make a signal sound as if recorded in a different space, or we can create

the illusion of it coming from a particular direction.
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2.2 Room Acoustics Modeling

A room-impulse-response can be decomposed into several parameters which describe its general
shape and elements, those are mainly the “reverberation time” Tj(, described as the required
time for the source energy to decay by 60 dB, the “direct-to-reverberant ratio” (DRR), which acts
as a contextual source-distance cue, calculated as the energy ratio between direct sound and
diffuse reverberation, the “Initial Time Delay Gap” (ITDG), the time it takes for the first reflection
to arrive after the direct sound is received, and many others like the early reflection’s density,
which describes the sparsity of the first reflections coming from walls, ceiling, and floor (Kuttruff
2014). The higher the number of parameters we know about locally measured RIRs, the better we
can statistically reconstruct and model different RIRs that describe a different position within the
same room. A geometric modeling strategy would be to use the precise dimensions and shape of
the local room of the target room and the surface absorption coefficients. Computational models
can then be employed to calculate the path of reflections within a room with different degrees of
complexity. Geometrical dimensions are particularly useful for the direct and early part of the
RIR, as they relate to reflection arrival time, which changes with receiver distance from the sound
source and wall boundaries.

The simplest of the models is the Image Source Method (Allen and Berkley 1979; Dance
and Shield 1997). This algorithm uses the three-dimensional shape of the room to calculate the
sound reflection paths from a source to a receiver. Paths are calculated by linearly mirroring the
direction path of the waveform from a phantom source reflection image to the receiver, up to
a desired order of reflections. More advanced variations include surface absorption rates and a
frequency-dependent decomposition. This model computes an overly-ideal pattern of reflection
that ignores certain aspects of the physics of acoustics such as scattering effects, rough-edges
diffraction, and real-world non-linearities.

Statistical models are very popular for the creation of artificial reverberation. A simple
reverberator consists of a stochastic, exponentially decaying noise envelope model, which can be
tuned to a few parameters representing the decay rate, the initial energy, and the noise spectrum
(Schroeder 1962; Jot et al. 1999). Perceptually, an artificial stochastic reverb is theoretically
indistinguishable from diffuse-field reverberation, but in practice, it is hard to determine the

correct place at which the stochastic reverb should plug-in within a synthesized RIR. Synthesis
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parameters can be extracted from either geometric measurements or statistical analysis of
measurements in similar-sounding spaces. For example, the mixing time, the time at which the
late reverberation part starts in a room can be approximated using the geometric cubic volume in
m3 as My = +/V (Howard and Angus 2017).

A more complex analysis framework is given by the “Reverberation Fingerprint”
that characterizes the diffuse sound of a room, independent of a specific source-receiver
configuration, directivity pattern or orientation (Jot et al. 1997). The elements that define the
fingerprint are provided as frequency-dependent reverberation decays (T§), called “Energy Decay
Relief” (EDR(t, f)), and the initial power spectrum (P(f), alternatively, the volume of the cubic
room can be used). This framework makes it easy to adapt the fingerprint of a local, unmeasured,
room from a reference EDR measurement; by using knowledge of the reference and local room

volume, the following relationship can be applied:

(4)

An entirely different family of RIR modeling is that of wave-solver computational models.
These models rely on the physics of sound to derive spectral basis functions from analytical
solutions, discretized into sampled partitions. “Boundary Element Methods” (BEM) can use
arbitrary digital meshes of shapes to compute the way a wave propagates, bends, scatters,
diffracts, and reflects around a shape or against a boundary. In addition to calculating RIRs
(Habets 2006), BEM has been used to compute HRIRs by solving the acoustic field around the head
(Katz 2001). In “Adaptive Rectangular Decomposition” (ARD) tools, the spatiotemporal reflections
and scattering of virtual wavefronts against a rectangular voxel decomposition of a mesh scene can
be computed (Raghuvanshi et al. 2009). Although a usually very expensive process, improvements
in GPU technology have helped make this technique much faster and more palatable for sound
designers (Mehra et al. 2012). These techniques are very popular in game audio applications and
architectural acoustics, where a digital mesh of the structural environment is used to place virtual

sources and virtual probes, to create virtual physical-modeled signals.
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2.3 Object-Based Audio

Object-based audio is a widely adopted audio engineering rendering paradigm in which virtual
audio sound sources are described by their content and by time-stamped metadata describing
the intended three-dimensional location of a source within a scene (Tsingos 2017). Unlike
the traditional channel-locked mixing process, sound objects can be flexibly rendered as
emitting from any virtual location regardless of the configuration environment and reproduction
equipment, although certain minimum specifications need to be met. The use of object-based
paradigms can allow dynamic updates of a sonic environment, and navigation paradigms such
as 3DOF and 6DOF can dramatically improve the quality of the experience in XR applications.
New transmission codecs, such as MPEG-H (Herre et al. 2015), allow the encoding of spatial audio
scenes into an object layer and an ambiance layer, allowing flexible decoding at the receiver side
which adapts to the local reproduction configuration.

“Object sources” can be flexibly rendered in real-time using listener-tracking sensors. By
adding an IMU (Inertial Measurement Unit, a combination of gyroscopes and accelerometers)
head-tracker to a listener’s headphones, we can lock rendered virtual sources into space. This
means that as a user moves the head, a different HRTF filter will be used to process the new
location of the sound in relation to the user’s orientation. Head-tracking has been found to greatly
improve the perceptual accuracy of a spatial audio display and quality of the experience (Begault
et al. 2001). This is mostly due to the fact that binaural auditory cues are sometimes ambiguous.
For example, the spatial ambiguities of sound sources placed on the “cone of confusion” around
the head, where the ITD and ILD cues are identical at all locations, can be resolved by shifting the
source location with head movement, resolving the confusion by creating a perceptual trajectory
path. Realizing 6DOF systems is much more difficult. Besides rotational tracking, a positional
tracking system is necessary to detect the user’s proximity to walls and sources and allow a
dynamic update of a room acoustics model. While the diffuse parts of a soundfield within a room
is isotropic (location independent), the direct and early part of the sources’ reflection patterns
respond differently to the position of a receiver in the room. A dynamic virtual acoustics model
thus usually operates on the separate dissected parts of a room model, adapting the virtual

acoustic path of each audio element in response to the user’s movement.
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2.4 Measures of Quality

Regarding the evaluation of immersive audio systems, their success is often determined by
subjective assessments of spatial audio qualities and immersive attributes, as well as technical
accuracy rates. Several studies have been conducted in search of appropriate quality attributes
to provide to listening test participants to rate sound in different categories of judgment. Some
examples of agreed terms related to surround sound are “naturalness”, “envelope”, “timbral
balance”, and “presence” (Rumsey 2002). Binaural audio for headphones is usually evaluated for
its ability to provide correct localization across several localization dimensions such as azimuth,
elevation, distance, and hemisphere. Accuracy metrics are easy to analyze given the quantifiable
rate of correctness between the perceived and intended source location. When the goal is to assess
externalization, the sense of the sound being perceived as “outside of the head”, the scale looks
into a more abstract dimension of the sensorial experience (Reardon et al. 2018c). Despite the
fact that externalization is always desired, it is hard to quantify levels of externalization and it is
usually easier to formulate it as a “True/False” binary task. Work has also been done in terms of
relationships between quality attributes and general preference; it was found that the choice of
preferred rendering algorithm derives mainly from coloration-related attributes, although high
content dependency (e.g. music vs. movie stimuli) was reported (Reardon et al. 2018a). However,
the added dimensions of movement in 6DOF mixed reality have created the need to look for
new types of multi-modal attributes which connect sound to perspective congruence and head
movements (Olko et al. 2017). For these reasons, aspects such as “cohesion” and “stability” are
becoming increasingly relevant in the field.

Another interesting way to look at the aspects of quality is the rating of plausibility.
“Plausibility” is based on the general degree of belief felt in perceiving a virtual sound source
as real (or more generally the credibility of a virtual scenario), which in technical terms means
the accuracy with which sensorial expectations are met (Lee 2020). This aspect has been tested
using guessing rate methods from listeners wearing headphones in the presence of a loudspeaker
array (Lindau and Weinzierl 2012). By sending signals randomly to speakers or headphones, the
guessing rate between “real” and “virtual” can be analyzed and used to rate the plausibility of a
system. Reverberant environments have been reported to increase the rate of guessing against

correct detections, indicating a higher plausibility of rendered content (Pike et al. 2014). A more
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direct approach was taken in (Viljamae et al. 2004) where subjects were asked to rate the quality
of “presence”, defined as a sensation of “being actually present in the virtual world”, on a scale
from 0 to 100 on rotating soundfields. Significantly higher presence ratings were found when
individual HRTFs were used as opposed to generalized HRTFs from a dummy head. Presence
has also been tested using 7-point Likert scales in a series of experiments that link soundfield
movement and visual association to higher ratings (Ozawa et al. 2003b). Further multiple
regression decomposition of psychological factors that affect presence found a correlation with
attributes such as “naturalness” and “familiarity” (Ozawa et al. 2003a) of the displayed sound

content.

3 Distributed Music

Making music on distributed music networks just as good as it can happen in real life is a
great challenge of music technology. Issues related to network latency and the distant feeling
of remoteness play a part in making this technology difficult to approach by musicians, from
amateurs to experienced music professionals. The latencies that impact a system go through
several stages; the delay introduced by the propagation of sound in physical space, AD/DA
conversion, buffering and packaging on the sender/receiver side; the delay in data processing
of the intermediate network nodes between the source and destination as well as the propagation
delay over the physical transmission medium; and playout buffering which may be required to
compensate the effects of jitter to achieve a sufficiently low packet loss rate.

Dedicated musical strategies and new contemporary genres are being developed in the
world of academia to assimilate or compensate for the disadvantages of signal latency or
asymmetrically mask the effects at one of the nodes (Car6t and Werner 2009). However, this
type of performances are largely restricted to academic circles as popular and classical music
genres are rarely attempted due to their stricter sensitivity to delay (Barbosa 2003). Research
into this topic has been fairly sparse, with a few key projects, like CCRMA’s SoundWire project
(Chafe et al. 2000), leading the efforts in studying streaming protocols (Caceres and Chafe 2010)
and the musicians’ behavior, while others have looked more into engineering-oriented analysis
and solutions for latency, as well as musical coping strategies (Cardt et al. 2007). Other institutions

like NYU and McGill have also been active in distributed music networks, with one of their
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earliest experiments in the field involving the test of TCP and UDP transmission protocols for
multichannel audio streaming (Xu et al. 2000).

The academic community of distributed music has released flexible ready-to-use software
for the multichannel streaming of audio through the internet using UDP protocols. IP-based
routing software like Soundjack (Car6t and Werner 2008) and Jacktrip (Caceres and Chafe 2010) can
be used to link signals from DAWSs and interfaces to output ports from a transmitter computer to
multiple listener nodes. Buffer size and sample rate are customizable in order to optimize latency
stages, outside of the base network transmission latency, according to the available computational
resources. The receiver node is able to route the incoming signal channel streams to a sound
processing engine before final reproduction. Communication channels are also implementable

as dedicated streams.

3.1 Effect Of Latency on Performance

The one-way latency threshold for cohesive integration of simultaneous sounds is usually reported
to be between 20 to 30 ms (Hirsh 1959; Car6t and Werner 2009) depending on timbre, pitch,
musical style, and other characteristics. This value corresponds to a physical distance of
approximately ~ 8.5mt for the propagation of sound in air at an average temperature. Previous
research on latency impacts in Networked Music Performances (NMPs) (Chafe et al. 2004; Chafe
et al. 2010; Farner et al. 2009; Chew et al. 2005) has primarily investigated rhythmic patterns
in pairwise interactions based on hand clapping, examining factors such as consistency of
tempo, synchronization, and time gaps. These studies revealed that delays under 10ms to
15ms result in accelerated performance tempos, as participants inherently tend to anticipate.
Optimal synchronization with a steady tempo can be attained within a 10 ms to 25 ms range.
Within the “usability range” of 25ms to 65 ms, a deceleration in tempo becomes noticeable,
and coping mechanisms can be employed; however, delays beyond this range significantly
degrade performance quality. Although these results highlight general trends, the examined
experimental task is somewhat unconventional for musical scenarios. More ecologically valid
musical interactions have been studied by relating rhythmic intricacy and tonal instrument types
to tempo fluctuations. In (Rottondi et al. 2015), it was discovered that intricate rhythms and greater

spectral flatness (e.g., guitars, drums) led to more pronounced deceleration patterns. Additional
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research linking tempo and latency demonstrated that factors such as genre characteristics, signal
onset, musical interaction hierarchy, and musicians’ familiarity with networked performance
settings can influence both objective and perceived temporal synchronization (Bartlette et al.

2006a; Sawchuk et al. 2003; Delle Monache et al. 2019; Rottondi et al. 2016).

3.2 Musical Style Approaches

Extensive analysis of the signal stages affected by latency has led to the development of a
taxonomy of musical strategies that can be employed according to the severity of the one-way
delay between nodes and desired perspectives. In their review paper, Carot & Wener (2007)
describe the act of playing music as conventionally done when in the same room as the “Realistic
Interaction Approach”. In the presence of large latencies, an asymmetric “Leader-Follower”
approach requires a “follower” node, supposedly where an audience is present, to play to the
music as it is received, recreating perfect local synchrony, while the “leader” node produces the
groove beat without being synchronized (but that would not matter for a concert since there would
be no audience there). The “Laid-Back approach”, which fits jazz-oriented musical styles, can be
employed at latencies between 25 to 50 ms and consists of a slight behind-the-groove playing style,
as done by choice in certain performances. One other strategy, interesting for large latencies
scenarios, is the “Delayed Feedback Approach”, which attempts to match the beat at each node by
adding additional artificial latency, enough to match the sound at the follower node to be one beat,
or measure, behind the leader node. This strategy may accommodate for the round-trip response

at the leader node to also be on the beat, at twice the delay.

3.3 Evaluating Performance in NMPs

In distributed performances in the presence of latency, the most sensitive musical dimension is
that of rhythm. The quality of performance over a network is usually analyzed through metrics
related to tempo and beat stability (Rottondi et al. 2016). In (Chafe et al. 2004), the effect of latency
on tempo has been tested through an analog bypass network in which latency was controlled
as an independent variable. The evaluation metrics were based on tempo curve parameters

obtained through linear regressions of inter-onset intervals (IOIs) of hand-clapping performers.
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Specifically tempo regression slope: b;, as a measurement of acceleration against time, and tempo
jitter: s2, defined as the variance of the residual (eq: 5).
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Where t is a vector of IOIs and t is the linear regression prediction for a subject under given
delay conditions. The tempo slope means, grouped by delay amount, revealed a negative linear
relationship of deceleration with the delay amount. Remarkably, an acceleration effect on hand
clapping interactions was found for latencies of < 11 ms, pointing out the possibility of a sweet
spot where delay is beneficial. No significant interaction between initial metronome beat tempo
and delay amount was found, indicating how the effect of latency on acceleration/deceleration is
independent of tempo. In fact, the highly transient nature of the clapping task is likely to create
recursive drags on tempo, where rather than performing as a self-correcting system, “players are
often anticipating and pushing back on the drag” (Chafe et al. 2004).

Other evaluation systems require direct feedback from the participant. To test the tolerance
limits of a network, a binary dichotomy paradigm “tolerable-intolerable” has been tested to
find perceptual latency thresholds of different playing stratagems (Car6t et al. 2009). The study
found that a maximum tolerable range falls within 35ms to 65ms with large individual tolerance

variations dependent on combinations of beat pattern, tempo, and musical aptitude.

3.3.1 Subjective Evaluation in NMP

Subjective evaluations of qualities such as presence, enjoyment, and emotional connection have
been previously explored using standard questionnaire forms related to the holistic experience.
A 2009 study (Olmos et al. 2009) did not find a particular change in presence rating with different
degrees of latency, but they found that rehearsal time had a small effect. However, the used
paradigm made use of a video connection inclusive of a telematic conductor, so it is unclear
how that rating would have changed in an auditory-only situation. A different approach to the
problem was taken by (Bissonnette et al. 2016) in which the performers were asked to subjectively
assess the level of anxiety and the quality of the performance after repeated rehearsal sessions

in VR. A pre-experiment Immersive Tendencies Questionnaire (Robillard et al. 2002), aimed to test
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the predisposition of individuals to feel immersed by asking about their concentration behavior
during activities such as sports, gaming, etc. It was found that repeated exposures to VR
can improve performance comfort and reduce anxiety, but no particular changes in subjective

self-assessments of performance quality, concentration, or immersion were recorded.

3.4 Spatial Audio and Distributed Music

The application of spatial audio processing methods has not been extensively researched in the
literature in relation to the field of distributed music performance. Generally, simple low-latency
reverb processing units in receiver systems have been applied to a pipeline if so desired by
a performer or to smear sharp signal transients (Chafe et al. 2000). More advanced pieces
of technology, such as head tracking systems or individual HRTF filters, have the potential to
enhance the immersive quality of an NMP system. However, the implementation of spatialization
technology usually involves a trade-off between computational resources, the availability of
calibration data, and fidelity. The biggest hurdle to the introduction of these advanced systems
is the computational load that they would add to an already sensitive-latency communication
paradigm.

Head-tracked rendering would be one of the most desirable features to implement to achieve
3DoF virtual environments. However, wireless Bluetooth transmission usually adds additional
latency depending on the device clock speed, bit-rate, and codec employed (McPherson et al.
2016). New faster implementations such as Bluetooth Low Energy (BLE) are capable of reducing
the latency down to ~ 10ms in the best case scenario (no interference, small packet sizes) up to
140+ ms in less optimal conditions (Tosi et al. 2017; Treurniet et al. 2015). Wired head-trackers
may reduce latency further if a local machine is available to the node and the setup is not overly
intrusive to the performative motions.

HRTF individualization is instead a difficult delicate tuning process to correctly apply
and scale to many users, with previous attempts indicating that their introduction is not easily
implementable (Zea 2012). New optical fitting systems partially respond to the complexity issue
by approximating adapted filters from photographs or scans (Reichinger et al. 2013), this approach
is yet to be tested for music performance. In terms of distributed networks, attempts have

been made to use Ambisonics B-format streams for the purpose of reproducing ambience sound
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of a connected node into another (Gurevich et al. 2011; Chafe et al. 2000), this approach is
very attractive and interesting for loudspeaker-based reproduction at each receiving node and
for optimizing the bandwidth required for transmission. However, loudspeaker setups can
potentially lead to signal feedback issues if not properly tuned, while Ambisonics headphone

reproduction still necessitates the use of HRTFs for binaural rendering.

4 The Immersive Experience

The work conducted during this dissertation concerns the combination of immersive audio
technology and distributed networks, which are studied to inform the development of
collaborative virtual or mixed-reality musical experiences of various kinds. The intersection
of these fields is growing and several questions have not yet been answered by research. The
main thread linking the relevant literature concerns the implementation of plausible spatial audio
environments within distributed music applications and the research of methods that can be used
to evaluate their contextual success. To this end, there are a few key studies that provided the

inspiration for the studies presented later in the document.

4.1 Dimensions of “Immersion”

In (Lee 2020) the concept of “Immersive Experience” is proposed as a multidimensional model
(Fig. 3), formed at a high level by subjective constructs of “presence” (physical, sensorial, and
cognitive), and “involvement” in a narrative or in an application task (for example, the task of
collaborating on a piece of music). Each dimension of these internalized constructs, alone or in
combination, can help build the sensation of “immersion” into users of an immersive system. The
more of these can be elicited during a display, the more immersive a system can be rated as such.

The elicitation of these constructs can be affected by technical factors like display accuracy
and degree of interactivity of a system, and by confounding factors related to the user, such as the
user’s own reference experience, degree of skill, and preference. A distinction is made between
“perceptual” factors, mainly a result of the quality of a system in creating plausible “realism”
(itself subdivided into social and perceptual realism), and higher-level “cognitive” factors which

respond to the integration and interpretation of perceptual stimuli within the contextual activity
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undertaken within the system (Eaton and Lee 2019). Analogously, self-presence responds
primarily to sensorial inputs, while social presence responds to contextual high-level interactions

between senses and tasks.
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Figure 3: Lee’s conceptual model of “Immersive Experience” from (Lee 2020). Permission obtained from
the original author.

The implication of this multilevel model is that “immersion” is a function of several
interacting factors, of which some can be predicted based on the technical performance and
engagement quality of a system and its contents, and some are latent and dependent on the
system user’s bias. Looking at “social presence”, it is hard to define a causal relationship with
“immersion” since no direct measurement is possible. Different models mention different

levels of interdependence hypothesized between various levels of “presence” and “immersion”
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(Lombard et al. 2009). However, this specific framework model places “immersion” at a level
above “presence”, implying that the former is in theory caused by the latter.

This framework was crucial for the formulation of the experiment questionnaires presented
in Ch. VI. The questionnaires were designed to capture different subjective dimensions of
immersion quality and control for bias. Social presence, or “copresence” in particular is framed
as a potentially measurable scale that may or may not correlate with task success within a system
(Zahorik and Jenison 1998) and act as a link between the concepts of “immersive quality” and

“musical outcome”.

4.2 Multimodal Displays

The multimodal nature of human perception has often been found to influence quality ratings
such as the sense of naturalness and plausibility of spatial audio (Begault and Trejo 2000). Dummy
silent speakers, placed within a listener’s field of view, have often been found to be crucial
in activating a sense of externalization of auditory events when heard through headphones, as
they are perceived as likely source emitters (Lindau and Weinzierl 2012). A related subjective
dimension is that of expectation. “Auditory expectation” is a complex psychological construct,
partly created by the current auditory experience of the present environment and partly by what
our visual senses tell our brain about what sound should sound like (Valente and Braasch 2010;
Blauert 1997), drawing from personal long- and short-term cognitive memory of similar spaces.
The impact of visual elements on distributed music-making has been an extensive object
of research, albeit more under a musical engagement lens than an immersive experience lens.
There is extensive evidence in music cognition research that players often rely on visual feedback
for synchronization purposes (Bishop and Goebl 2015). Video transmission integration systems
for the dual purpose of telepresence and synchronization aid have been part of numerous NMP
performances (Olmos et al. 2009) but they suffer from large overheads in video stream latency
and resources. The use of digital avatars can partially address that problem by instead requiring
the transmission of low-bandwidth geometrical-point data which is used by a receiving system to
render a virtual representation of the interacting body. Avatars are relatively new to the NMP field.
An optical tracking system for music was first proposed in (Paradiso and Sparacino 1997) using

laser-based hardware to track a music conductor and create abstract impersonations of a gestural
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performer. In (Schroeder et al. 2007) the experimenters developed abstract non-humanoid visual
avatars representing the haptic gesture of each connected musician, a relationship was found
between the nature of the musical task and the perceived usefulness of the visual link. Scored
pieces required the musician’s attention to the instrument rather than the screen; however,
improvisation-based pieces did indeed register high levels of glance behavior to the video screen.
This suggests that visual feedback may be more useful in certain types of musical tasks, such
as those that involve improvisation, compared to scored pieces where musicians need to focus
more on their instruments. This dual type of response indicates that a musician’s focus switches
between self and co-performer, something that could be potentially addressed by non-obstructive
visual links between connected nodes. Some work in this direction has been initiated with the
use of projections in curated locations (Hupke et al. 2022). Transparent AR headsets would
be an ideal future solution as they are linked to being the most appropriate display form for
eliciting “presence” (Shu et al. 2019), but computational overhead and inherent latencies remain
a challenge for traditional music performance. However, new promising research efforts and
communities are being established (Turchet et al. 2018; Turchet et al. 2020) that can be expected

to lead to innovations in the field.

4.3 Impact of Room Acoustics on Immersive Quality

In mixed-reality applications, information about the listening space can be used to adapt the
acoustic character of a digital signal to better meet the expectations of a listener. This can be
done by accurately simulating the local behavior of sound reflections and room reverberation
through a room acoustics model (Kuttruff 2014) or by using virtualization techniques based on
local acoustics measurements. The application of such processes has been shown to improve the
auditory experience and spatial perception of virtual sound sources, both at a perceptual level
in ratings such as “externalization” (Werner et al. 2016), and at a cognitive integration level for
ratings such as “plausibility” (Thery et al. 2017).

A key study for the formation of this dissertation is that of Farner et al. (Farner et al.
2009), who investigate the effects of reverb in NMPs. A hand-clapping ensemble was subjected
to different degrees of latencies and different types of BRIR-based auralizations. The clapping

duo was first recorded when performing physically together in a real reverberant room, then
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separated and recorded over a distributed network with artificial latency under anechoic and
reverberant conditions (generalized BRIRs). Tempo-based metrics and a three-level judgment
scale were used (“Good”, “OK”, “Bad”). Anechoic conditions were found to increase the rate of
imprecision, indicating the positive effects of reverb over precision-based quality metrics. A
side effect of using BRIR reverb was a lower initial tempo. No differences in subjective judgment
were found. The study did not differentiate between congruent and non-congruent reverberation
curves, raising the question of whether the “room divergence effect” assumes a latent role in
performance. Moreover, there is room for exploration of different types of correlations between
applicable metrics, for example, by evaluating social presence and immersion instead of general
experience valence. A similar study (Carot et al. 2009), investigating the effects of artificial reverb
as a factor of mitigation of detrimental latency effects, had different observations, determining
that the amount of reverb was found to be inconsequential to latency tolerance and not a preferred
playing environment by musicians. However, the auralization intervention was only applied at
delays already considered “intolerable” and it is unclear how it may have affected performance

within the tolerable range.

4.3.1 Room Divergence Effect

An important phenomenon relevant to the field of mixed and augmented reality is the “room
divergence effect” (Werner et al. 2016). The effect regards the judgment of virtual source
“externalization” displayed through auralizations that are acoustically divergent from the local
visual environment of a listener (non-congruent). Higher degrees of divergence are inversely
correlated with the degree of externalization reported, which means that if the reference room
used for auralization does not acoustically match an internalized “expectation” of acoustics and
reverb, the spatial audio image degrades. On the contrary, auralizations through parameters
designed to match the local room character worked positively towards the stability of the
externalized image. The auditory expectation of a listener is affected by environmental factors
and experience memory, but interestingly it can be overcome over time (Klein et al. 2017). The
implication is that listeners training their externalization image on non-congruent auralizations
can over time adapt to the contrasting visual factor. This effect was observed independently of

whether the auralization was individualized (personal HRTFs) or not, and also independently
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of the room of physical presence. The literature on this effect can be used to identify possible
perceptual challenges that may occur when looking to create immersive audio experiences at
nodes that diverge from the auralization settings.

The accurate tuning of a congruent auralization environment is a difficult challenge to
solve. The high costs and engineering effort of collecting accurate acoustic measurements of a
space make it difficult to flexibly apply signal adaptation over immersive systems, especially in
mobile applications. Modern methods based on machine learning aim to synthesize the acoustic
response of a space by dynamically extracting parametric acoustic information through electronic
sensors (Eaton et al. 2015; Gamper and Tashev 2018; Andrea Genovese et al. 2018). These methods
seek to “blindly” create a virtual environment that can acoustically match a local reproduction
space in the absence of calibration measurements or prior geometric and spatial information,
greatly reducing the engineering effort required. Auralization tuning through machine learning
is a very promising technique that will be widely adopted in future mobile immersive systems.
However, this is still a noisy process with limitations in accuracy and resolution. As of today,

congruent auralizations are best achieved through measurements collected in situ.

4.3.2 Measuring Immersion

By definition (Milgram and Kishino 1994), mixed reality (MR) aims to blend the rendering and
reproduction of digital, virtual media with the local present environment of a user. Unlike virtual
reality, which looks to create the illusion of “being there” within a telematic medium (Steuer
1992) (i.e., telepresence) the goal of MR is to achieve the illusion of copresence. Copresence has
been identified as an appropriate attribute of mixed reality, and defined as the feeling or illusion
of “being together in a shared space” (Riva et al. 2003). Within the context of this work and
the research areas involved, it is appropriate to instead refer to auditory copresence, since the
visual elements are secondary to the problem to be addressed in this paper. In mixed reality
systems, auditory copresence can be affected by factors such as audio reproduction methods,
visual rendering, the number of users at each node, user orientation, and location within a room.
In practice, all these factors have an impact on how data should be rendered and interpreted
locally to maintain a cohesive perspective. By exploiting information on the geometry of the

local room and tracking spatial relationships between users, boundaries, and virtual objects, it
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is possible to create a plausible immersive experience in 6-degrees-of-freedom that can integrate
real and virtual elements within the same audiovisual scene (Wagner et al. 2009).

The quest for the definition of appropriate metrics is still an object of debate in the
immersive audio community (Rumsey 2002). Rating scales such as naturalness aims to quantify the
degree of realism achieved by a spatial audio reproduction in comparison to a user’s own internal
reference or expectation. This is also referred to as authenticity (Lindau and Weinzierl 2012). The
fundamental problem of this attribute is found when rated over non-natural sounds, for example,
that of a synth instrument, which is never experienced in the natural world and therefore lacks
a comparable reference. It is possible to decouple the “naturalness” of timbral qualities from
that of spatial qualities, but also in this case the auditory expectation is heavily influenced by the
visual field of the person rating the example (Kyriakakis 1998). While the task at hand, making
music over the internet is inherently non-natural, it is possible that the process of matching the
acoustical properties of a signal with the expectations created by the visual environment would
meet the expectations of how a “synthetic sound would naturally be heard in that room” thus
satisfying the perceptual requirements for plausibility, and by proxy, contribute to the feeling of

immersion.
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CHAPTERIII

PREVIOUS WORK

This chapter summarizes a selection of the previously published research by the author that
is directly relevant to the principal study described in the rest of the manuscript and conducted
over time to deepen the understanding of the problem. The experience gained through the work
here discussed led the way towards the formulation of the hypotheses and research questions
later brought forward for the development of an empirical study aiming to uncover relationships
between auralization methods, ratings of copresence, and quality of performance.

More in detail, this chapter describes prototype implementations centered on various
VR/AR collaborative musical experiences, experiments looking at the use of sound directionality
in network music performances, and the work that occurred towards the creation of an interactive
multi-user augmented reality platform based on a network of specially dedicated rooms. This
platform, called “Holodeck”, was tested through two “proof-of-concept” experimental distributed
concerts that helped to identify areas of challenges related to the implementation and usability of
the system. The experience gathered through this work was fundamental in raising the questions

and hypotheses that led to the dissertation work of Ch. IV.

1 The “Holodeck” Platform

The NYU-Holodeck project (Holodeck - Experential Supercomputer 2017; Plass et al. 2022) is a unique
experiential supercomputing network platform that aims to virtually connect geographically
remote locations using a variety of sensor arrays and XR reproduction devices. The participating
laboratories are the NYU-X from Rory Meyers College of Nursing, NYU Steinhardt’s Music and
Audio Research Lab (MARL), NYU Courant’s Future Reality Lab (FRL), NYU Tandon’s MAGNET,

and NYU Tisch’s CREATE lab. The consortium was awarded a grant from the National Science
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Foundation to build the platform and develop studies based on mixed-reality interactions of
diverse type.

By exploiting a dedicated low-latency fiber optic infrastructure, present within the
university’s core infrastructure, real-time sensor data can be streamed between room nodes
at ultra-low latency transmission (~5 ms for round-trip delay). The data is parsed through a
central relay server, which synchronizes various data stream types (audio, video, motion capture,
haptics, etc.) and distributes them to the client nodes, which render the data according to desired
configurations. This is achieved through a dedicated protocol built by associated laboratories
called “CoreLink” (NYU Corelink | Homepage n.d.), a real-time data exchange framework capable
of transferring, processing, and recording different types of data through a central network
server. The framework provides an API for locally encoding and decoding various data streams
at each node and for customizing the data exchange according to network speed capabilities
and local rendering needs. This system effectively serves as a research platform for multi-user,
multi-perspective, collaborative audiovisual interactions between remote locations. Figure 4,
illustrates the star topology structure and a sketch of possible connections that may happen at
a given time. Any number of nodes can connect to the relay server to send and receive data. The
data is unwrapped at the receiver node and locally interpreted using space-specific information
about the geometrical boundaries of the room and reproduction equipment.

The role of MARL in the project is to advise and contribute to the implementation of
an audio capturing, streaming, and rendering protocol. The use of spatial audio is designed
to be available for each node in its various forms, binaural stereo, ambisonics, and surround
(Fig. 5. In the case of object audio sources, the data can be processed for headphones using
local BRIRs and distance models, or upmixed into spherical harmonics domain and reproduced
through loudspeakers using the appropriate configuration decoding parameters (Daniel et al.
2003). Similarly, soundfield audio can be transmitted between nodes to reproduce a directional
environmental ambience through spatial audio rendering software.

Several engineering challenges apply at each client node, requiring the transmission and
rendering of different audio-stream types (using codecs that allow to transmit object audio,
multi-channel streams or higher order ambisonics (Herre et al. 2015)). Sound field data and

individual mixes need to be curated for the individual needs of every system user, according to
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their position and orientation within a room. The main challenge is to create a system which
is flexible to the local needs of the spaces and the number of concurrent users-per-node, while
maintaining good streaming rates and realistic rendering, avoiding sound feedback, unwanted
coloration, and signal bleed.

Through the lens of the Music Technology field, the Holodeck provides an attractive
infrastructure for the study of distributed augmented musical performance; musicians can be
virtually brought together through audiovisual channels consisting of audio, video, and motion
captured digital avatars. A long-term goal for this type of musical interaction is for distantly

located musicians to be able to connect and perform “as if they were in the same room”.

1.1 Concerts on the Holodeck: First Pilot

Beyond the challenge of the technical implementation of the platform, the role of each lab
involved in the project was to prototype proof-of-concept applications capable of demonstrating
the functioning of the system. In regards to audio-based applications, studies related to acoustics,
audio, music, perception, and mixed reality were piloted by combining the experience gathered
in musician’s motion-capture studies and XR audio experience design.

The conjugation of the Holodeck project with distributed music materialized as a way to
both test the early implementations of the platform and to explore the artistic space available for
mixed-reality performances. The NYU Steinhardt Music Technology program has been involved
for years in the topic of distributed music. Early collaborative performances were conducted
by Prof. J. Gilbert (Ghezzo et al. n.d.) and continued under Prof. T. Beyer (Beyer 2016). These
ongoing academic efforts created the right environment for large-scale distributed performance
projects that raised the interests of several collaborators within the department. Thanks to these
collaborations, the “Holodeck distributed concert series” came to life, with two pilot concert
events that envisioned a series of artistic pieces showcasing the Holodeck functionality ! 2.

A first pilot concert was held in April 2018, “Concert on the Holodeck: Connecting Artists”

involving distributed music and dance 3. This first iteration served to demonstrate the concept of

! First Holodeck concert https://wp.nyu.edu/immersiveaudiogroup/2018/04/19/Holodeckl
2Second Holodeck concert https://wp.nyu.edu/immersiveaudiogroup/2018/10/10/Holodeck2
3Video footage: https://www.youtube.com/watch?v=uTpXCKyWIqY
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the various multimodal real-time elements involved. Testing each element as a separate entity.
The setup involved two nodes (within the same building) organized hierarchically, once “concert”
node where the audience and stage performers were present, and one remote node where
parts of the musician ensemble and motion-captured dancers were located (Fig 6). Using the
local Ethernet infrastructure, audio was streamed across nodes, where a mixing console created
a dedicated mix for each musician’s audio monitoring system. A visual connection between
performers was created using a local video link, allowing musicians in the studio to see the stage
via monitors, and stage musicians to see the studio via projectors in the concert room. A motion
capture system was set up in the studio to capture the performance of two dancers (wearing a
tracking suit) who reacted to the music. The system captured the digital skeleton points and
linked them to a game engine software on a local machine, which rendered the performers as
digital avatars. The rendered output was streamed to the concert room through a video link and
transmitted on a projector. Care was taken to ensure that each distributed performer was able
to see and hear the people at the opposite node. The setup permitted for very low transmission
latencies and the application of classical, jazz and percussive music. The event was also broadcast
over the Internet in both regular and 360 video formats.

No empirical data was collected for this event; however, post-concert informal interviews
with a sample of the people involved revealed some of the technical and artistic challenges. It
was suggested that the ability to rehearse was key fundamental to some performers, as it allowed
one to gain more familiarity and comfort of performing in the physical absence of the musical
partner(s). Others pointed out to the asymmetry of the experience as playing from the studio felt
more clinical and less involved, but would also create less performance anxiety. Additionally, the
fact that musicians used an earpiece monitor where the routed signals were dry, was reported to
prevent the feeling of being “immersed into a cohesive sonic environment”. This feedback helps to
hypothesize that the quality of experience of a participant in a distributed concert could improve

through training and through methods treating auditory cohesion.

1.2 Concerts on the Holodeck: Second Pilot

The second iteration of the concert experience took place in October 2018, titled: “Ozark Henry on

the Holodeck: Maps to the Stars” (AES 2018) a seven-piece program involving musical instruments,
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choirs and dancers showcased during AES NYC Convention. The goals for this second pilot
event were to introduce an alternative setup across nodes that were geographically distant. The
experience was designed to involve the same local nodes of the first pilot, plus a node located
on the university infrastructure network and one located overseas (Fig. 7). The CoreLink relay
server was used to transmit dancers’ motion capture data from the remote node on the inter-lab
network infrastructure. Using a data wrapper script, the server code broadcasted data through
the star-topology network and a listener node placed at NYU Steinhardt was able to unwrap data,
parse it to a game engine, and render it as a 3D digital avatar scene to be streamed in the main
theater. This test demonstrated the server ability to collect, wrap, and parse data to any listener
node.

The music ensemble was divided between three locations; the theater node (musicians and
choir), the studio node (choir), and the overseas node (musicians). A one-way connection was
established between the choir in the studio facilities and the theater through an MPEG-H encoder!
that could embed positional channel metadata for a spatialized reproduction at the destination
node. The choir was captured through a soundfield microphone, which was passed to the encoder,
streamed via Ethernet, and decoded at the destination node, where it was upmixed to the local
theater PA using the metadata annexed to the stream. A two-way audio link with the overseas
node (Norwegian University of Science and Technology (NTNU) was established through IP-based
routing software (Jacktrip (Caceres and Chafe 2010)).

Due to the geographical distance, high latencies were involved with the overseas node, and
the delay was also asymmetric, leading to added difficulties and possible circular drags on the
musical synchronization. To address the problem, a leader-follower approach was used between
the musicians (with the overseas node designated as “leader”) and between the musical mix and
the remote dancers. Additional flexibility in the musical and dancing genre had to be adopted in
the form of latency-coping mechanisms, because several stages of signal delay were present in
the theater signal loop. The stage music signal had to be sent first towards the dancer’s remote
location, their reacting dance motion captured, and sent back to the studio location, where it

was rendered by a local machine and streamed back to the theater projectors. To cope with this

!The MPEG-H system was set up thanks to the direct involvement of THX Ltd. and Qualcomm Technologies who
provided the tools necessary
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situation and try to synchronize the beat, a “delayed-feedback” control (Car6t and Werner 2009)
was implemented in the server to allow additional artificial latency to be added at the discretion
of the receiving node, until a synchronization of the beat was found.

Informal subjective evaluation data were collected to capture the general audience and
performer impressions and provide a baseline to compare against in future installments, two
subjective evaluation questionnaires were conducted, one for the audience and one for the
performers (all questionnaires are included in the appendix). The goal of these questionnaires was
to conduct a qualitative investigation rather than to respond to specific hypotheses. Therefore,
data collection was used to observe distributions, establish a reference baseline, and identify
potential areas of problem to address in future stages.

Audience members (N = 100) responded to questions asking them to rate the quality of the
audio and visual outcome of the experience, the cohesiveness of the musical and dance artistic
components between the stage and the remote nodes, the level of “presence” they felt from the
reproduction of the remote choir, and the overall rating of the event as a musical concert. Results,
shown in Fig. 8 and 9 show that the visual component was not as cohesive or impactful as the
auditory component (to an audience of mostly audio experts); however, it is not known if the
lower ratings were due to the artistic quality of the choreography, the game scene artistic style,
or due to signal latencies above noticeable thresholds (free-form feedback suggested a mix of all
three). The question about the choir regarded the spatial rendering through the theater’s PA, the
distribution is skewed towards higher values, indicating that no major artifacts were created by
the routing system. Overall, the audio and the experience were rated fairly high. Currently, these
ratings do not have a reference to compare them with. However, they can serve as a baseline
evaluation benchmark for future iterations of the concert.

Regarding the performer questionnaire (N = 18), Likert-type questions were used to poll
general impressions among musicians and dancers. Figures 10 and 11 show that for this setup,
latency was not perceived as a strong impact factor (although the musicians at the overseas node
were not polled, so crucial data is here missing). Responses to a “presence” question showed
high variance of opinion, as did responses concerning a question about the in-ear monitoring
system (stereo or mono mix) investigating whether it affected the possibility of immersion. Most

of the artists reported in general that the experience was pleasant. Other free-form feedback
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revealed that performers in the studio felt more disjointed than performers on stage and that the
opportunity to rehearse was crucial for the success and comfort of the distributed connection and
musical approach.

As a result of these experiences, several areas of work were identified with the objective
of understanding the subjective experience of a musician within a distributed system, the role
of immersion, and its practical impact on performance. The observation that the experience
was rated differently between people in the studio against people at the stage led to questions
of room effect on presence and immersion. Asymmetric auralization at each node was discussed
as a possible system to allow performers to feel more immersed in a concert experience. These
considerations regarding the perspective of the involved performers formed the basis for the study

designed and discussed from Ch. IV onward.

2 Mixed Reality and Distributed Performance

One of the data types handled by the Holodeck distribution system is body motion-capture data.
Motion capture (also known as mocap) involves using specialized equipment such as sensors,
cameras, and markers to capture the motion of a performer or an object and then translate that
data into a 3D representation in a computer program. Potentially, this is a powerful tool for
real-time mixed reality applications, allowing the embodiment of users into digital avatars able
to interact within social collaborative virtual interactions. Furthermore, the data rates required
for mocap can be lower than video streams (depending on frame rate and resolution), with the
trade-off of computational resources needed at the destination node for the 3D rendering. In
motion capture, a performer wears a special suit with markers that are tracked by cameras or
sensors. The cameras or sensors capture the movement of the performer’s body in real-time, and

this data is used to create a 3D model of the performer’s movements.

2.1 Motion Capture of Artists and Musicians

To learn about the practical challenges of motion capture as applied to musical performers,
various tests were made internally involving different scenarios ranging from individual

musicians and dancers to medium-sized ensembles, captured through soundfield arrays (e.g.
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Hamasaki square, HOA spheres) and close-miking techniques. The biggest challenge encountered
was that of simultaneous recording of multiple actors, necessary for the cohesiveness of the
performance material. Having multiple bodies captured in a space can increase the chances
of tracking errors (especially in the case of intersecting choreographies) requiring heavy data
cleaning procedures not applicable to real-time data. Furthermore, shiny reflective surfaces such
as microphones or instruments such as saxophones and flutes can interfere with the optical
tracking methods available if the incidence of the room lighting is direct. A third limitation
was that of large microphone arrays that obstruct the visual path of the cameras to the tracking
suit markers. Nevertheless, having a properly calibrated light environment and by planning
body motions such that points of contacts between actors were avoided, proved to be effective
measures, with the skeleton capture turning out to be sufficiently stable for live applications. Data
gathered during this phase of development was later used for several published projects, such as
the creation of motion capture audiovisual musical drum loops (Bui et al. 2020), data wrapping and
rendering tests through the Holodeck relay server (NYU Corelink | Homepage n.d.), AR multimedia
displays, and mixed-reality rehearsal environments and concerts (Andrea Genovese et al. 2019Db).
This data can potentially be also applied for music pedagogy, 6DOF virtual experiences, or
gaming. The experience gathered through this work helped to organize and plan the motion

capture streams used in the pilot concert series.

2.2 Mixing Real and Virtual Sources

An early pilot exhibition test showcasing the possible usage of motion capture data in distributed
performance applications was composed by mixing live and prerecorded audiovisual streams
adapted to fit an exhibition space (Andrea Genovese et al. 2019b). In this scenario, a pseudo-live
collaborative performance for a single-member audience was set up in a dedicated room and
displayed through a VR headset. The ensemble consisted of a live motion-tracked percussion
performer, rendered in real time as a 3D avatar, and three virtual co-performer “objects” that
were pre-recorded in a studio through mo-cap and spot microphones.

The setup illustrated in Fig. 13 shows a live musician sharing the room with the audience.
The virtual avatars (three musicians and dancers) were spatially located around the listener to

form a virtual ensemble with the live performer. The audience was provided with transparent
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(a) Mocapped performer (b) Raw mocap data (c) Rigged and rendered avatar

Figure 12: Capturing, cleaning, and rendering stages for a motion-captured snare drum performer

headphones to allow the local acoustic path and room reflections to be heard with as little
obstruction as possible while the virtual sources were dynamically rendered in 3DOF binaural
format. More specifically, the audio belonging to each virtual musician was composed of a
double emitter object source (capture of the top and bottom parts of the percussion instrument,
to preserve radiation width), captured in dry conditions and dynamically spatialized as such via
HRTFs. Instead, the reverberant portion of the sound was created by auralization of the full set of
channels through a diffused reverberation fingerprint (Jot and Lee 2016) measured in situ with an
omnidirectional microphone pair at the exact location where the audience member was located
during the exhibition. Through pre-processing with the diffuse room response, the pre-recorded
sound material was rendered reverberant and delivered as a stereo stream that mixed in with
the dynamic direct-path rendering. Early reflections were not simulated for this iteration of the
experience.

Visually, the VR scene consisted of a visual recreation of the performance space (with the
intention of creating an auditory “expectation” matching the sound of the live performer) and a

spatial matching of the live avatar with the effective location of the live musician in regards to the
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audience (Fig. 14)!. The combination of real elements with a calibrated virtual display falls into
the “Augmented Virtuality” as defined in (Milgram and Kishino 1994).

A stereo, non-auralized, static mix of the prerecorded audio was separately provided for the
live performer. The musical dynamic at play effectively mimicked a “leader-follower” scenario
where the musicians at the destination node, and where the audience is also located, follow the
signal coming from a remote node that is unaware of what happens at the destination. This
approach ensures that the audience hears a time-aligned cohesive performance, provided that
the musical material is hierarchically structured. Audience feedback was positive, with a high
degree of auditory cohesion felt throughout a small set of listeners. The point of view of the
musician instead revealed a different outcome. The musician’s perspective was in this case treated
as secondary, as no auralized spatial mix or visual environment was provided for that role. The
absence of these elements was notably felt, post-event feedback revealed that the performance felt
to the musician like a “one-way avenue of communication, where my job was to fit myself into this
world that was created for the experience” and it “did not feel as organic as performing with other
people in real-time”, indicating that something was missing for creating a sense of “copresence”
and “cohesion”, pointing towards auralization as a desirable process for the musician as well as
the audience. However, the component of having an interacting music network was bypassed
in this project, so it is possible that having a pre-recorded audio base, rather than a live remote
connection, latently affected the sensation of copresence.

This pilot framework served to understand more in-depth the acoustic challenges
and computational resources needed for VR live-music experiences and inform future
implementations of formalized empirical studies on mixed-reality and distributed performance
that investigate the technical and cognitive aspects which regulate the subjective quality of
experience from each role’s perspective. The calibration cost associated with tuning the
experience to a particular space or perspective is considerable, so it is important to understand
how “success” is defined in a virtual experience according to a desired “target user” (performer
or audience) for which the experience is tailored. A possible hypothesis may be that the

improvement of the subjective experience of a musician could translate to the improvement of

! A video of the exhibition rehearsal is available at https://www.youtube.com/watch?v=-0VqIn1pTAO.
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the experience for the audience or to a general increase in musical performance. While both
perspectives might tie quality to their sense of presence into the scene, the musician might seek
something more keen to an intersection of “copresence” and “naturalness”, as in the sense of
“being performing together” to the fellow performer, in a setting comparable to real life. The
evaluations from the two perspectives may or may not correlate. By establishing links between
perspectives, it may be possible to determine whether the experience design requirements should

be reduced or expanded, together with the implementation costs.

3 Collaborative Studies in Distributed Music

In parallel to Holodeck development, distributed music studies were conducted to learn more
about the application of virtual environments and technological improvements to collaborative
music networks. This series of studies was initiated as an academic collaboration between NYU
and Leibniz Universitdt Hannover (LUH), located in Germany. The collaboration involved the
planning of a geographically distant multimedia collaboration network. The network, depicted
in Fig. 15 is characterized by the use of globally synchronous GPS timestamp data to generate a
local click signal at both ends of a connection, representing a global time reference metronome
simultaneously at each node (Hupke et al. 2019a). The GPS-based metronome is primarily

intended to serve as a rhythmic synchronization tool, or performance conductor.

3.1 Latency Measurement Methodology

A first point of interest between the two universities was the establishment of a method able to
measure the latency between geographically distant nodes, for the purposes of evaluating the
feasible potential musical approaches that can be applied. The approach tested was based on
the previously created GPS metronome system developed by LUH (Hupke et al. 2019a). Although
originally meant for performance conduction, the method was found to be suitable for measuring
one-way and round-trip delay times in NMPs.

The latency measurement methodology was set up by recording each node’s own click, and
the remote node click signal sent via a UDP-based streaming software (Jackrouter, Caceres and

Chafe 2010) using the transmission and recording setup illustrated in Fig. 16. The differences
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Figure 15: NYU-LUH Networked Music Performance Framework. Image from (Hupke et al. 2020)

between the two signals provide a comprehensive one-way delay between one node to the other
with high precision. The dual-directionality of the setup allows to account for asymmetries in
the one-way delay occurring according to differences in the quality of the equipment used at each
node, CPU load, and the number of server “hops” that the data needs to go through when traveling
through an IP-based link. Furthermore, the continuous stimulus used in the methodology allows
to gather data for calculating the statistical distribution of jitter in order to evaluate the latency
variance, indicating the stability of each connection path.

Several tests determined that buffer size settings and interface choice were the most
influential factors in signal latency (Fig. 17, while the number of channels and the sample rate
were found not to have an impact. In this particular case, the one-way latencies ranged from
~ 45msto ~ 75ms. The method was also able to capture equipment-dependent variability, caused
by differences in internal sampling clocks; for example, one tested soundcard interface showed a
click generation standard deviation of ~ 56us. The equipment-related measure was achieved by
local-network applications of the same setup that revealed significant differences in jitter across

interface models. More details are published in (Hupke et al. 2019b).
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3.2 Study on Metronome and Source Panning Interaction

Further interest in the effect of the global metronome in scenarios of distributed rhythmical
performance led to the design of a study based on an ecologically viable “Realistic interaction
approach” (Carot and Werner 2009) focused on exploring the interactions of using the global
metronome technology with stereo displays and their combined effects on performance. Spatial
source separation of incoming streams has previously been indicated as a factor capable of
reducing the cognitive load of a listener and improving auditory segregation of an auditory scene
(Bregman 1994; Jung et al. 2000). The spatial separation of a performer’s own monitor signal, from
the coperformer stream, and potentially a metronome source, was thus hypothesized to aid the
musicians’ performance in directing the cognitive attention where necessary, possibly helping the
accuracy of the musical outcome in the presence of latency and improve the immersive character
of the experience.

A study was carried out to assess both the objective musical results and the subjective
impressions of implementing these elements in network collaborations consisting of Djembe
percussion duet pairs, under varying performance tempo and latency circumstances. A
star-topology laboratory model network was created by setting up a local analog-based connection
between two nodes and a central distribution node where an experimenter was able to control
the precise degree of latency by injecting additional artificial delay in the stream. Through
this system, the central node could activate source panning mixes for creating a stereo display
reproduction at each node (over headphone playback) and/or enable global metronome signals.
Participants were tasked with performing a 20 second beat sequence (4/4 beat) at tempos of either
90 or 120 BPM (Fig. 18), under representative one-way latency conditions of 10ms, 25ms, 50ms,
and 100ms. Performances were repeated with different combinations of global metronome and
source panning.

The objective results measured in metrics of tempo stability and synchronization (Rottondi
et al. 2016) showed that the performances benefited significantly from the introduction of the
global metronome when there was high latency (Fig: 19). There was an indication of a possible
interaction of base tempo with the metronome as faster tempos were observed not to benefit from
the introduction of the metronome as much as slower tempos, although a variance reduction was

observed in both cases. In terms of performance pacing, mid-latency levels showed acceleration
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Figure 18: Rhythmic patterns used for the two Djembe performers in the “metronome and panning
interaction” experiment. The synchronization onsets (blue highlights) are used to determine the
objective beat tempo.

trends, while high-level latencies led to salient decelerations. The introduction of source panning
was not found to have an effect in either direction on the objective metrics.

The subjective layer of evaluation (questionnaires, 5-point likert scales) showed clear
trends of lower quality being associated with higher delays (with ratings of interplay quality,
auditory segregation, and difficulty) but without an effect of performance tempo. Unlike objective
observations, the metronome was not considered to have a perceivable effect on synchronization
(Fig. 20). Source separation was rated as more impactful at lower latencies than at high latencies,
suggesting an interaction effect in which the degradations brought on by latency overpowered the
subjective improvements brought by the panning effect. In addition, the combination of panning
with the metronome was rated higher than panning alone. Interestingly, some of the subjective
results in regard to the effect of the metronome and source-separation were not mirroring the
impact observed in the objective results. In these regards, the subjective and objective layers of
evaluation were not always in agreement, indicating that the subjective experience in NMP does
not always correspond to the observations of an objective analysis of the performance.

This experiment served as a preliminary step towards the thesis study and set some of
the expectations in regards to the impact of latency and the correlations between objective and
subjective metrics, providing a background over which to study more in depth the effects of
different dimensions of evaluation concerning presence and the introduction of auralization

effects. The study was published in (Hupke et al. 2020).
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Figure 20: Questionnaire responses rating the “Ease of synchronization” (w/ and w/o metronome) and
the “usefulness of the source panning” (w/ and w/o panning effect).
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CHAPTER IV

INVESTIGATING LATENCY, AURALIZATION, AND COPRESENCE IN NMPS: OVERVIEW AND
DESIGN

This chapter begins the part of the dissertation that concerns a previously unpublished
empirical study designed and conducted during the course of the author’s doctoral program.
The experience gathered through the “Holodeck” project brought to light a series of interesting
combinations of distributed collaborative networks intersecting different room types and
purposes. While the concerts were designed to provide a cohesive experience for an audience,
the perspective of the musicians had yet to be fully explored.

The chapters IV to VIII comprise the various phases of the experiment. The study concerns
the impact of signal latency and auralization schemes; in relation to different types of quality
metrics and the elicitation of latent psychological constructs related to auditory “copresence”,
in immersive Network Music Performance (NMP) settings. This chapter covers the conception
and design of the study and formulates research hypotheses and case study design. In Ch.
V, the measurement of the acoustic data required for the implementation of the auralization
methods and the configuration of the distributed interaction network are illustrated. Ch. VI
lays out the methodology applied for the collection of primary data regarding the study (audio
recordings of distributed performances), and the subsequent steps applied to obtain secondary
data consisting of three different quantitative evaluation layers. The evaluation layers consist
of subjective responses from participants, ratings and annotations from third-party experts, and
objective analysis metrics. The analysis portrayed in Ch. VII concerns this secondary data and
shows the results of a Mixed-Effects Models framework over the dependent variables at hand. The
outcomes of the experiment are discussed in Ch. VIII and put in relation to the initial research
questions that indicate areas for future work and the value of the work in the larger context.

The study presented over the course of these chapters has been conducted under
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IRB-FY2020-3945 (“Impact of acoustic character manipulation on distributed music interactions”)

using data collected in Fall 2021.

1 Overview

An overview of the study is presented in Fig. 21, which shows a high-level introduction to the
various components that formulated the flow of the study, from conceptualization to results
discussions. In summary, the experiment looked at the effects of immersive auralization
strategies and latency interactions on a distributed music network model that serves as a case
study of interest. The effects are quantified through several types of quality evaluation layers that
combine subjective and objective metrics with the goal of capturing both the quality of experience
and the technical outcome of the distributed performance. A particular focus is given to the aspect
of auditory “copresence” which is identified as a desirable attribute of an immersive system. The
first chapter discusses the practical motivations and theoretical background driving this specific
study and the general research questions derived from both the literature and previous work.
Once the background is established, the case study paradigm is illustrated along the purposely
designed “auralization schemes” (combination of virtual acoustic environments over two remote
nodes) that form a central point of interest in the study. Other key elements of the case study, such
as the modeling of latency interactions and the choice of musical material, are also presented
here. Finally the specific hypotheses under test are formulated.

The document then proceeds with the layout of the methodology that was used for the
implementation of the two-node case study model. The auralization “modes” designed for the
experiment are driven by binaural room acoustic measurements collected in spaces chosen to
represent actual distributed performance spaces or locations of intended “remote” telepresence.
Ch. V displays the acoustic and calibration procedures and the parametric results that describe
the character of each room. This is followed by the implementation of the actual distributed
network connecting two nodes (a theater and a studio booth) on top of a pre-existing analog
infrastructure connecting facilities across a building. The network was built with the capability
of simulating an internet-based connection mediated by a central server, with the advantage of
being able to control the transmission delay between nodes. The following chapter (Ch. VI) moves

on to describe the various data collection methodologies applied to the primary and secondary
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HIGH-LEVEL STUDY OVERVIEW

Figure 21: High-level overview of the empirical study on immersive NMP, illustrating the flow of the

dissertation chapters.
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layers of data. The “primary” data consist of distributed performances executed by pairs of
musically-literate musicians through the network while being exposed to the various auralization
environments and latency interactions. The audio signals of the performances are recorded at
the central node for later analysis. The primary data also comprises “co-located” recordings of the
musician pairs taken prior to the start of the experiment to capture “baseline” data of traditional
interactions to help control for each pair’s base musical abilities, and also to provide an internal
reference point to each participant about the feeling of “presence” in a musical exchange. The
primary data are used for the extraction of three different secondary evaluation layers consisting
of different quantitative “realms” of evaluation. The first evaluation layer is collected from the
participants themselves during the experiment and consists of a trial-based questionnaire polling
individual impressions of auditory presence, auditory cohesion, and other perceived attributes of
each performance as it happened. The second layer of data is composed of objective evaluation
metrics, extracted from the raw signal recordings, obtained through beat-tracking and tempo
estimation algorithms. The third and final layer of evaluation data is obtained through ratings
and annotations from third-party expert listeners, tasked with evaluating the musical quality of
each performance and listing the occurrence of perceivable performance inaccuracies.

The full set of evaluation data is used as the source for the analysis framework described in
Ch. VII. The analysis framework relies on the use of selected “Mixed-Effects” models in both linear
and generalized form (according to the nature of each observed variable) that are able to account
for “fixed” effects of interest while controlling for “random” effects representing confounding
factors that may have a potential impact on the statistical observations. The impacts of the main
effects, namely “auralization” and “latency”, as well as secondary effects, are therefore explored
for their statistical link to each evaluation layer. The results of the analysis are depicted through
model summaries and trend plots. Finally, a correlation analysis is applied between the secondary
layers to explore potential links between copresence-related measures and performance quality
metrics. The final assessment of the study hypotheses in relation to the results is tackled in
Ch. VIII, which also discusses the significance of the findings to the larger research questions.
The resulting insights are therefore discussed in light of the limitations encountered and the
trajectories for future expansions of immersive NMP studies. In addition to making a case for

introducing immersive technology strategies in the field of NMP, the exploration set forth by
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this study traces directions toward the development of forms of assessment that bring together

immersive technology and distributed music networks.

2 Study Motivations

The need for this study is motivated by the gap in literature found when looking to understand
the relationships between immersive-audio environments and auditory copresence as a metric of
social interaction quality in a distributed music system, and the relationship between subjective
ratings of copresence and the technical quality of a musical performance following a “Realistic
Interaction Approach” (Car6t and Werner 2009).

The improvement of auditory copresence is subject to trade-offs between complexity and
fidelity in which different technological assets are able to provide different degrees of flexibility
and accuracy to a measurable ground truth (Jot 1997). It is important to have a clear vision of
the application-specific targets and requirements that need to be met in order to evaluate and
compare the performance of different implementations. Perceptual studies serve the role of
providing insights into the subjective tolerance and response to signal enhancements or artifacts
by means of controlled user studies. While a lot of work has been done for speech-oriented
applications such as teleconferencing (Sondhi et al. 1995), the goal here is usually that of
improving signal intelligibility and recognition rather than presence or immersion (Rumsey 2002),
making the validated literature not extensively applicable to musical applications. On the other
side of the coin, as research in musical networks is mainly concerned with the effects of latency
(Rottondi et al. 2016), or how to cope with it (Cardt and Werner 2009), mixed reality is a relatively
new topic in the music communities and there has not been much reason, up to now, to study in
depth the impact of auditory presence and immersion on distributed performance. Thus, it s still
unclear, for collaborative musical applications in MR, if a high-fidelity acoustic adaptation of an
incoming signal is effective for the improvement of the subjective experience, or even desirable.
Furthermore, given the technical activity of the application at hand, it is important to assess how
the quest for higher copresence and immersion affects the musical performer and the quality of
the musical output. Such a study would inform the fields of immersive audio, computer science,
and telematic music on what are the objective and subjective effects of acoustic adaptation in

musical interactions, what are the perceptual tolerances, and what is the optimal balance between
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complexity/fidelity that should be targeted by future systems. This document proposes a study in

controlled conditions aimed to explore these questions.

2.1 Case Study

The particular case study brought forward concerns the handling of collaborative network music
performances in which two connected nodes are established in acoustically divergent rooms,
with asymmetric acoustic properties. It is a reasonable assumption that these scenarios are
realistically common in NMPs, both within controlled concert or studio environments or personal
Internet links between interested parties. As experienced during the previous work of setting up
interactive collaborations for the Holodeck concert streams, NMP concerts usually involve a mix
of theater stages, recording booths, and music halls of different kinds and sizes. The range of
absorptive or reflective surface materials usually changes widely between the rooms employed.
This can result in a “disjointed” experience, far from the realism of a regular rehearsal, where
the auditory experience deals with the simultaneous cognitive processing of different acoustic
characters (see “room divergence effects” (Werner et al. 2016; Klein et al. 2017)). In general terms,
the common case within NMPs is that the experience of performance within the medium “feels”
different than the experience in real life.

The fields of virtual and augmented reality can provide inspiration towards solutions
designed to mitigate the acoustic mismatch and improve the subjective experience of musicians
over a distributed network in different ways. By applying combinations of interventions based
on auralization and spatialization with the purpose of eliciting co-presence in either the “local” or
“remote” direction, it could be possible to obtain a more realistic interaction that gets closer to the
auditory experience of a traditional musical exchange, and by proxy, a better music performance
experience. However, there is no extensive literature looking into the effect of such interventions
on the musicians’ experience or on the success of the musical intention. Quality itself exists on
many levels; objective quality of the musical result or subjective “quality of experience” are two
examples. Within the world of NMP, we do not yet have enough hard data to make this case,
and we lack understanding of what causes “copresence” during a distributed musical task, how

copresence relates to subjective experience, and how the objective of producing an accurate music
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performance is affected by it. It is therefore important to look deeper into what is the relationship

between immersive audio techniques and social telepresence within musical applications.

2.2 Defining “Auditory Copresence”

This additional background section covers definitions of “auralization” and “copresence” as
applied to the study.

A successful social immersive experience has the power of virtually “bringing” people to
a shared feeling of presence, or in the social sense, copresence (Riva et al. 2003). The way a
mixed-reality system would think of an interactive experience is to create an adapted rendering of
the received audiovisual streams tailored to each receiving node. In other terms, the signals are
processed so that a receiving user would believe that the audiovisual objects are “plausible” and
belong to the physical current display location. A virtual reality system would instead approach
this problem by creating a virtual shared environment, not necessarily grounded on the actual
physical surroundings of a user, where both users are virtually “transported”. Either way, the
aspect of copresence is the key component of the experience design. In the MR/AR approach, the
desired copresence space can therefore be defined as “local”, ideally concurrently for each node
involved. For the VR approach, the copresence space is instead “remote”.

To achieve this, the auditory aspect is fundamental. The acoustic character of the streamed
signals needs in some way to “match”. Immersive audio techniques such as auralization and
spatialization are widely employed in order to modify the sound signal to allow it to feel
realistically cohesive to a target space, whether it is a real or virtual destination. Auditory
copresence is here defined as either the illusion felt by an immersive system user (musician) when
perceiving a connected user (coperformer) as “being here with me”, or the illusion of being
transported to a remote location where the connected user is present, essentially “being there
with someone”. This bidirectional exchange of presence can be explored in several ways, one
such way is to acoustically adapt each stream, through auralization, to fit the local acoustics of each
performer’s own local physical space, thus achieving a “cohesive” rendering that conduces to each
nod-user to potentially feeling copresence in their own space. This is the typical design principle
of mixed/augmented reality applications, which factor in the local physical reality of the receiving

node when rendering media content, addressing the so-called “room-divergence-effect” (Werner
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et al. 2016). The virtual-reality approach would instead create a third “non-local” virtual acoustic
environment common to both users, where performers at both nodes experience a remote version
of copresence, which itself can be symmetric (both nodes experience the same remote virtual
room) or asymmetric (different virtual rooms at each node). In practice, the choice of auralization
strategy in an immersive distributed experience would depend on several application factors like
the acoustical quality of the available performance environments, the presence of an audience,

hierarchical relationships among the nodes, and technical constraints.

3 Research Questions

The starting driving hypothesis that motivates this study is that there are potential benefits to
discover in the application of immersive auralization techniques (or virtual “treatments”) in
distributed music systems. Such methods, often applied in social mixed-reality and virtual-reality
applications, have not been yet explored in depth in traditional distributed music networks. It is
therefore sought to investigate auralization methods capable of enhancing the immersive qualities
of the interactive music experience and evaluate the impact of the treatments over subjects and
over the success of the musical outcome. A further layer regards the study of latent internal
constructs of social telepresence as an indicator of general “immersive quality” (Lee 2020).

Fig. 22 summarizes the theoretical framework on top of which the hypotheses
are formulated. The combination of “Latency” levels and specifically designed “Acoustic
Environments” (expressed in the form of different “auralization modes”, detailed in Sect. 4.2))
represent characteristics of an “immersive system” and are hypothesized to play a key part in
eliciting or degrading latent inner psychological constructs of auditory copresence and cohesion,
which are themselves expected to be correlated according to the literature on the subject. In the
experiment, the constructs are measured through direct reporting from participating subjects
as exposed to different conditions of distributed performance environments defined by the main
effects, or independent variables, of “latency” and “auralization mode”. In addition, the effects are
hypothesized to have an impact on other observed dependent variables relating to the evaluation
of the performances produced under the conditions under test. These layers of evaluation involve

both expert-listener subjective assessments of the musical “quality” of the performances and
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objective metrics extracted from the raw audio recordings (such as tempo stability, synchronization
metrics etc.).

Itis further hypothesized, that there is an existing correlation between the latent constructs
and the evaluation layers. Meaning that the ratings of copresence and cohesion could predict
the ratings of the evaluation layers. If such a correlation exists, then a case could be made
that the successful elicitation of copresence and cohesion can serve as a proxy to enhance
distributed performances when assessed through the proposed observable scales. In other words,
the enhancement of copresence through technology might translate to the enhancement of
“quality” as seen under a variety of lenses. This exploration can be further decomposed in the
observation of how different modalities of copresence (“local” vs “remote”) elicited by the acoustic
environment treatments would impact the measurable metrics, and how the effects interact with
the effects of latency. The hypothesis in this regard is that higher levels of reported copresence and
cohesion can correlate to higher values of measurable assessment metrics pertaining to objective

and subjective realms.

3.1 Hypotheses Formulation

The different layers of hypotheses under test are here formulated in terms of main- and
sub-hypotheses to a related research question. The statistical analysis of the study is later
formulated to test the reciprocal null hypotheses. Ultimately, the posed question is designed to
conduce towards possible evidence that the introduction of immersive technology in distributed

music networks is beneficial.

o Are virtual acoustic environments, applied through auralization treatments, effective in

eliciting auditory copresence? How can they impact distributed performance networks?

H1. Auralization treatments, inspired by mixed and virtual reality systems, have a measurable

positive impact on distributed music performance networks

H1.1. Auralization treatments have a significant impact on participants’ subjective ratings of

quality of experience (i.e., copresence and cohesion) compared to the absence of auralization

H1.2. Auralization treatments have a significant impact on subjective evaluations of the musical

outcome of a distributed performance compared to the absence of auralization
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Figure 22: Visualization of the hypothesis space driving the study. The latent psychological
constructs of auditory copresence and cohesion may affect measurable metrics in NMPs.
For clarity, the figure only shows some examples from the set of possible causalities and

correlations.
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H1.3. Auralization treatments have a significant impact on objective performance quality metrics
of a distributed performance (i.e., tempo and beat metrics) compared to the absence of

auralization

o How does the factor of signal latency interact with the auralization treatments, in regards

to different “quality” aspects?

H2. Latency effects can significantly degrade the quality of a distributed music experience.
H2.1. In contrast to low-latency levels, high latency negatively impacts all layers of quality
evaluations

H2.2. Compared to low-latency levels, high-latency levels can degrade the effects of auralizations

on subjective ratings of quality of experience such as copresence and cohesion
o Is there a relationship between copresence and other observable measures of “quality”?

H3. There exist positive correlations between copresence and other dependent variables

H3.1. Therating of Copresence is positively correlated to the performers’ ratings of other subjective

indicators of quality

H3.2. The rating of Copresence is positively correlated to the subjective evaluation of distributed

performances musical quality from external listeners

H3.3. The rating of Copresence is positively correlated to objective performance quality metrics of

a distributed performance

4 Study Platform Design

The case study of interest for this dissertation is the study of asymmetric real-time NMP
connections established between rooms with divergent geometric and acoustic characteristics.
The existence of this problem was first raised during the Holodeck concert series as observed
between players connected between the theater stage and studio booth (see Ch. III, Sect. 1), a

situation in which the level of asymmetry was evidently salient. This base scenario was taken as

71



an interesting canvas for the design of strategies aimed at eliciting immersion and copresence using
VR- and AR-inspired principles.

The main requirement of the study was the design of combinations of auralization strategies
that could be implemented over a distributed music network, with the intent of eliciting different
variations of “auditory social telepresence” or copresence within performers. The system had to
be able to record the performances for later evaluation through different assessment methods
in order to observe different kinds of effects and provide answers to the research questions. The
second requirement of the system was to introduce and control latency at different magnitudes, in
order to recreate realistic NMP scenarios and study the interactions of latency with auralization.

A key consideration important for the design of this study is that the discussed auralizations
are designed for the potential benefit of the musicians, rather than an external audience.
This permits the study to allow for control of audio reproduction via headphones rather than
loudspeakers and decreases the number of acoustic engineering challenges that interfere with
the design process. However, it is not excluded that improvements to the musicians’ quality of
experience can translate into improvements towards the final musical outcome as experienced
by an offline audience; see hypothesis H3.2..

In the proposed model, the two nodes are represented by two location types identified
as “Theater” and “Booth”. These locations types are representative of a typical connection
topology that can occur in a distributed music network live applications, including the Holodeck
concerts described in Ch. 4. A reverberant “Theater” location where an audience is potentially
present is connected to an acoustically dry “Booth” studio location containing a remote
musician “tuning in” the concert or the rehearsal. This is just one of the types of spatial
relationships that can arise in a mixed-space network music performance but is a particularly
interesting one. First of all the degree of difference among the nodes represents the most
acoustically divergent scenario encountered during previous studies on NMP conducted by the
author and laboratory colleagues. The acoustical divergence makes the situation challenging
but at the same time very appropriate for the introduction of “immersive techniques” or
auralization interventions dedicated to augmenting copresence between participants. Secondly,
the particular theater-booth combination was observed to be a common occurrence in NMP

systems experienced in professional or academic environments (although not particularly
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common in mass-commerce applications), therefore a plausible candidate case study to bring

forward as a model for future immersive NMP applications.

4.1 Interaction Paradigm

The interaction paradigm was designed with the Holodeck model in mind and with the goal
of creating a controlled smaller-scale experiment platform that could be used to study remote
interactions between users. For practical purposes, the early design stages started with
the requirement that such a platform model had to exist within a single building location.
Furthermore, a local study environment could be built without the need of introducing
internet-based transmissions (see Ch. V for details on the actual implementation) by taking
advantage of studio quality analog-transmission facilities. Using a controlled, reduced, local
model network allowed to focus the objectives on evaluating the empirical effects of an immersive
system on future-oriented applications without the technical overhead and limitations imposed
by larger scale systems and their inherent transmission latencies.

Fig. 23 expresses a miniaturized version of an audio-only star-topology network, inspired
by the Holodeck architecture. A central location is in charge of collecting data streams from the
connected nodes and acts as the “distributor” of processed data. In this particular case, the data is
simply formed by single-channel audio signals out from user nodes A/B on the way to the central
node (z(t) and y(t)), and two-channel processed audio signals on the way out of the central node,
towards the user nodes where they are reproduced over headphones. The outward signals consist
of dedicated mixes, individually rendered accordingly to the needs of each user (e.g. auralization
or spatialization). The mixes contain processed communication signals from one node to the
other, embedding a certain degree of network delay (X (¢ — 7) from A to B and Y (¢ — 7) from
B to A), and also a self-monitor feedback signal, which is also potentially rendered according
to some application requirements, sent back to the originating node. Optionally, secondary
communication channels can be opened across nodes (e.g. voice channels broadcasts from the
central node). Additionally, all passing signals are recorded at the central node location for later

analysis.
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Figure 23: A three-nodes distributed music network, modeled on the star-topology paradigm. A central
node collects data from two remote nodes, processes it, and distributes the processed versions back.
The central node also acts as a signal processing server for self-monitor signals that are sent back to
the originating nodes.

4.2 Auralization Modes

The driving design goal behind the proposed auralization approaches was identified as the
elicitation of a feeling of auditory “copresence” between two connected users placed in
acoustically divergent nodes. Four different auralization approaches were conceptualized to
address the different directional modes of copresence and to cover a realistic set of structural
topologies found in NMP systems while maintaining controlled laboratory conditions.

The approaches are hereby referred to as “auralization modes”, categorized as combinations
of either congruent vs. divergent strategies, with symmetric vs. asymmetric implementations. In
principle, the congruent designs are grounded on the achievement of “acoustic fit” between the
acoustic character of a virtual sound source and the local physical environment of a user, thus
relying on an audio-visually cohesive rendering in the attempt to elicit a local copresence illusion,
also responding to the “room divergence effect” (Werner et al. 2016). The divergent modes are
instead relying on a non-local auditory virtual environment designed to transport the listener’s
illusion of presence towards a remote location, different from the one they are currently physically
present in. Both congruent and divergent modes of auralization can be applied symmetrically at

each node (by applying the same virtual room to the auralization process) or asymmetrically (in
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different virtual rooms). The choice of including aspects of symmetry/asymmetry is motivated by
the possibility of hierarchical organizations of distributed networks (e.g. virtually transporting
musicians towards a target “concert” room) or potential application limitations (e.g. auralization
filters are only available for one location).

The combinational organization of the different modes is summarized in Fig. 24, which
collocates each strategy in the design domain characterized by two axes of reference. The
resulting matrix shows the combination of symmetric and asymmetric treatments with the MR/AR
inspired congruent strategy and the VR-inspired divergent strategy. Although no particular starting
conjecture is here made in regards to the ability of each mode in eliciting copresence, it can
be assumed that an optimal VR-oriented experience (i.e., divergent) would present a symmetric
environment, while an optimal mixed-reality interaction (i.e., ideally congruent) would adopt an
asymmetric strategy. Nevertheless, for statistical comparison and exploratory reasons, also the
“non-optimal” strategies were included in the study. The figure also references the “raw” mode,
where no auralization method is applied to the audio signals of the distributed network. The “raw”
condition served as a baseline control for testing the formulated hypotheses. The factor of latency
is considered at equal levels in each scenario.

The realization of each auralization mode relies on combinations of spatial Binaural Room
Impulse Response filters (BRIRs) measured in target rooms at the source positions where each
performer is virtually located. BRIRs can thus be used to transfer the virtual acoustic properties
of the source-receiver relationship to a non-reverberant sound stream. For more background on
BRIRs, please refer to Ch. II.

Through headphone reproduction (required for spatial audio playback when using BRIRs),
each performer would be presented with a self-monitor feedback signal processed with a BRIR
measured at a “near” position, where a performer’s own clap occurs in relation to their ears. The
co-performer streams, sent separately along each individual mix, are instead processed with a
BRIR filter taken at a “far” position. Representing the intended virtual location of the collaborative
partner within the virtual target room. The choice of BRIR room origin at each destination thus
determines whether the applied condition is congruent (BRIR measured in situ) or divergent
(BRIR measured elsewhere). As mentioned in earlier paragraphs, these can either be applied

symmetrically (same BRIR room origin at each node) or asymmetrically (different room origin).
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Figure 24: Classification taxonomy of virtual acoustic treatments that may be applied to an NMP
environment. The treatments are not necessarily mutually exclusive if a hierarchy of nodes is
established (for example a concert room may act as a reference room for acoustic adaptation). The
conditions tested in the experiment in this chapter are designed accordingly to cover these potential

strategies.
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Following the definition of Eq. 1, a “near” BRIR taken in room Risherelabeled as HY, (Eq. 6),
while a “far” BRIR taken in room R is labeled as H7, (Eq. 7). These definitions provide a reference
for the understanding of the figures representing each individual mode. The particular directional
coordinates are applied identically throughout every room measured (see Sect.2.1 in Ch. V for the
measurement methodology). The “near” position for the self-monitor filter is defined as being
at approximately 12 inches distance from the listener, at an elevation offset of ¢ = —45°. The
“far” position is instead set at a front position, at a distance of 8ft (deemed as a plausible distance

between two performers in a room). Both positions are centered on the median plane (¢ = 0°).

(near position) Hp(t) = BRIRR(£){0 =0°,¢ = —45°,r =12"} + ¢ (6)
(far position) Hp(t) = BRIRR(1){# =0°,¢=0%r =8} +¢ (7)

The definitions of equations 6 and 7 apply throughout the mode design illustrations shown
below. In general terms, each incoming stream (z(¢) and y(t¢)) is processed at the central node
of the network through convolution with target-room BRIRs according to the mode applied. Each
signal is processed twice in parallel, once with the “near” position for the self-monitor signal going
back to the originating room, and once with the “far” position for the transmitted signal going
to the connected node. In mathematical terms, at each node, the self-monitor signals result in
Hp, (t) * z(t) and Hp,(t) * y(t) and the transmitted signals result in H},,(t) * 2(t — 7) and Hp, (t) *
y(t — 1), with rooms R1 and R2 defined by the mode and 7 representing artificial delay injected
in the stream to simulate internet-based connections (see Sect. 4.3). All processing happens in
stereo to account for binaural spatial cues. Furthermore, to avoid interactions with unwanted
captured local reflections getting through the microphone during performance, a signal gate stage
is applied before auralization to preserve only the most prominent performer sound (a process
deemed acceptable for the signal quality by the fact that the chosen musical material consisted
in transient clap sounds, see Sect. 4.5). Ch. V provides more details on the measurement of
the BRIR filters and the equipment chosen to minimize the coloration error, also including the

measurements of equalization filters to correct the headphone response.
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4.2.1 Raw Mode (R) (Control)

The study control condition consisted of a “raw” mode, representing a typical NMP where no
auralization processing is applied to any of the signals being parsed through the network. The
unprocessed signals are labeled z,(t) and y,(¢) and are distributed to the network as captured by
the microphone (including possible local room reflections that seep through in the signal capture).
The only processing that occurs in this mode is the injection of artificial delay from one node to
the other (see Sect. 4.3), in a similar fashion to every other mode. Fig. 25 illustrates the signal
distribution between the theater and booth node (upper panel) and the hypothesized “auditory
copresence image” (lower panel) showing the expected presence effect from the perspective of
each node. In this particular case, the expected auditory copresence image in regards to room B as
experienced by room A (Copresence (B|A)) and in regards to the signal of room A as experienced
by room B (Copresence (A|B)) is disjointed and undefined at each node. Each user, therefore,
experiences their own acoustic character as locally present, and the acoustical character of the

co-performer as present in the connecting room.

4.2.2 Asymmetric Congruent Mode (AC)

Asymmetric auralization modes apply different sets of BRIR filters to each node’s streams. Each
self-monitoring signal is processed with a BRIR acquired at the “near” position while each
coperformer signal - received at the opposite node - is convolved with the BRIR belonging to the
“far” position. In the congruent case, the filters are acquired in situ at both rooms and applied to
the streams being sent to the originating rooms. The asymmetric congruent mode represents the
ideal mixed-reality solution. The signals at each node are subjected to a processing scheme that
aims to achieve cohesiveness at each node. As a result, the copresence image at every node works
in a “local” direction, meaning that both users can experience the “being here together” version

of the copresence psychological construct (Fig. 26).

4.2.3 Asymmetric Divergent Mode (AD)

The asymmetric divergent mode instead applies BRIRs collected at third arbitrary locations (i.e.,

not in the performer’s own spaces). The copresence image is “remote” at both nodes, meaning
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Figure 25: Raw Connection mode (R) - No auralization applied. Musicians in rooms A and B hear
themselves and each other as captured. Local room reflections may pass through embedding the
acoustic path captured by the microphone. The copresence image is disjointed at both nodes.
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ASYMMETRIC CONGRUENT (AC)

PHYSICAL ACOUSTIC ENVIRONMENTS
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Figure 26: Asymmetric Congruent Mode (AC) - In this scenario the signals are “asymmetrically”
adapted to their destination rooms. Within this condition, audiovisual cohesion is maximized as the
acoustic character is intended to fit the local environment and acoustic expectation of each node.
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that both users are prompted towards a virtual copresence experience of “being there together”,
although “there” in this case is not the same place at each end of the network (Fig. 27). The
scenario represents a “mismatch” situation where each nodes handles rendering in their own
way, either because there would be no common rendering data available or due to the user’s
preferences. In practice these third room locations are chosen in the experiment to be roughly
similar in size, but not identical, to avoid biasing the response at each node based on strong

acoustic decay features.

4.2.4 Symmetric Congruent Mode (SC)

The symmetric modes are processed through the applications of the same set of BRIR filters
among the two directions of interactions. The self-monitoring signal is processed with the BRIR
acquired at the “near” position while the coperformer signal received at each node is convolved
with the BRIR acquired at the “far” position. The Symmetric Congruent mode, adopts the BRIRs
measured in the space of one of the two nodes, in this case being the larger, more reverberant,
theater space. While in this mode the choice of room is symmetric, the audiovisual cohesion
of the acoustic character is not. Since the applied filters are collected in Room A, a congruent
experience (where the acoustic character fits the visual space of a listener) only applies to the
user of room A, who experiences a “local” presence. The user of room B is instead experiencing a
divergent situation that only permits “remote” copresence to occur (Fig. 28). The (SC) auralization
mode is a hierarchical scheme, as in more importance is given to the room from which the BRIRs
were acquired (possibly a concert space), and connected streams are “brought” to this location.
Another way to look at this mode is to consider it a combination of an AR experience in node A

with a VR one in node B.

4.2.5 Symmetric Divergent Mode (SD)

The symmetric divergent mode aims to bring both users to a common-shared environment, not
grounded in the real physical space of any of the two nodes, but pertaining to a third “virtual”
location. Since “divergence” is equally applied at both locations, the copresence image is identical
(Fig. 29) and expected to happen in its “remote” version, meaning that both participants may

experience a feeling of “being there”. This scenario, where the rooms are given equal importance,
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Figure 27: Asymmetric Divergent mode (AD) - In this scenario, the signals at each node are processed
with non-congruent BRIRs at each end. From each node, the experience is that of “remote” copresence,
towards a shared virtual location, albeit a different one at each end.
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Figure 28: Symmetric Congruent mode (SC) - signals are treated symmetrically with the same set of
BRIR filters. However, cohesive congruence is only experienced at a “concert” node from where the

BRIRs were acquired.
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is analogous to a virtual reality collaborative application that employs arbitrary acoustic spaces
according to the user’s desires or application design. When observed individually per room, the
experience is not that different from that of the (AD) divergent mode, with the difference that a

shared environment may conduct a similar musical response rather than two different ones.

4.3 Latency Effects

Researching immersive distributed music networks can hardly ignore the issue of latency and the
way it affects the quality of musical interaction. Transmission latencyisinherent to internet-based
networks and can heavily affect the ability of musicians to rhythmically synchronize with each
other. The use of auralization can potentially improve the quality of the musical experience and
outcome, but the underlying latency conditions may hinder or degrade any benefits obtained.
Therefore, it is important to consider the impact of latency when evaluating the effectiveness of
immersive distributed music networks.

Within the analog infrastructure over which the model network is built, the actual
transmission latency is reduced to a much lower system’s baseline latency (measurements
described in Ch. V, Sect. 4.2). So, artificial latency is added to the transmissions in order to achieve
representative latency levels of interest to the study. The levels are identified as “acoustic-latency”,
“mild-latency”, and “high-latency”. The lowest level is designed to match the acoustic physical
wavefront traveling time from a performer standing at a rough distance of 8ft from another. This
results in a 7ms latency, which is within the typical range of ensemble interactions, and below the
10ms threshold of optimal delay response (Chafe et al. 2004). Drawing from literature (Rottondi
et al. 2016), the Ensemble Performance Threshold, the one-way latency threshold at which regular
performance is usually not impaired, is given to be on average around 30ms, with variations
depending on circumstantial factors such as beat tempo, score complexity, and instrumentations.
Following these figures, which are typical of clapping experiments, latency values right below
and right above this threshold were deemed to be representative of “mild” and “high” conditions.
Thus, the “mild” level is set to reach a one-way latency of 20 ms, serving as a noticeable yet
tolerable level for a rhythmic performance. The “high” level is instead approximately set at the
upper limit of the playable range where latency is expected to heavily disturb a performance, this

is identified as a 40ms one-way latency.
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Figure 29: Symmetric Divergent mode (SD) - signals are treated symmetrically with the same set of
BRIR filters belonging to an arbitrary room. From each node, the experience is that of “remote”

copresence, towards an equivalent shared virtual location.
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Table 1: Summary of designed experiment conditions

Auralization modes

Acronym Name Copresence (B|A) Copresence (A|B)
(R) Raw Connection n/a n/a

(AC) Asymmetric Congruent Local (A) Local (B)

(AD) Asymmetric Divergent Remote () Remote (3)

(SC) Symmetric Congruent Local (A) Remote (A)

(SD) Symmetric Divergent Remote (v) Remote (v)

Latency Levels

Denomination One-way latency amount
“Acoustic delay” 7ms

“Mild latency” 20 ms

“High latency” 40 ms

Table 1: Summary of auralization treatment conditions and latency levels. Combinations of these two
factors represent the set of conditions under study. The raw auralization mode and the 7ms acoustic
delay represent control conditions. Letters A and B denote the two connected nodes (Theater and
Booth) and (A|B) indicates the copresence induced in room B in regards to signals originating from A.
The letters a, 8 and ~ represent virtual room locations.

4.4 Summary of Conditions

Table 1 summarizes the set of conditions that form the main effects of interest of the study. A total
of five auralization modes and three latency levels compose the set of “treatments” under study

within a distributed, immersive, musical collaboration.

4.5 Musical Material

For the purposes of this experiment, no sound-producing instrumentation was considered other
than clapping hands, played through a “Realistic Interaction Approach” (Car6t and Werner 2009).
The main reasons for this choice of approach were to remain in comparative terms with other
experiment methodologies used in related literature (Chafe et al. 2004; Chafe et al. 2010; Hupke
et al. 2019a; Hupke et al. 2020) and to control for a number of confounding variables that would
have made this experiment harder to analyze (e.g., playing style, instrumentation class, timbre,
interactions with room acoustics). Furthermore, percussive transient sounds present signal
characteristics that are more easily and robustly tracked by modern beat-tracking algorithms.

Their broadband spectrum property also makes them ideal stimulus signals for eliciting the
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full-frequency character of the local room acoustics. The acoustic energy of impact sounds
occupies almost the whole audible frequency range, giving a better chance for the room acoustics
to be elicited in its full spectrum, maximizing its effect.

Regarding the musical aspect, in order to promote a fully mentally-engaging activity, it
is important to steer away from overly simplistic repetitive beat patterns and avoid performers
executing their task more out of mechanical memory rather than attentive musical collaboration.
At the same time, an overly complicated musical piece can present issues related to fatigue and
low repeatability, making data collection more noisy and the analysis less robust (Grosche et al.
2010). Given the prospected duration of the experiment, these considerations played a key role in
selecting a piece. Another aspect, was that of the hierarchical relationship of the musical parts.
It is sometimes the case in rhythmic interactions to rely on a “leader-follower” dynamic (Boerner
etal. 2004), where the leader parts functions independently from the rest. This was an undesirable
characteristic as it would play against the synchronization efforts that musicians would occur into
when playing over the internet, essentially making only one node “care” about synchronization.
It was ultimately decided to aim for a realistic and neutral musical interaction, steering away from
NMP latency-coping strategies and hierarchical relationships, in furtherance of keeping a better
study focus on the auralization and latency effects rather than the effects of musical strategies.

The musical piece that was deemed appropriate for this study was “Clapping Music”
by S.Reich (Reich and Hartenberger 1980). The piece was first suggested by potential study
participants from NYU’s percussion program, who already engaged in the piece through their
academic curriculum. The choice was thus made on the basis of the number of advantages this
piece presented, mainly being a piece entirely based on hand clapping. This musical piece is
divided into two playing parts, hereafter referred to as “Static” and “Shifting” parts. The Static
and Shifting players both start on the same beat, played in a compound quadruple time of %2, and
repeat it a number of times after which the Shifting player circularly shifts its rhythm pattern by
a one-eight note to the left. The performance sequence progresses in this circular shift pattern
until the Shifting player rejoins the Static player’s beat alignment®.

Before running the principal study, the piece was tested in pilot trials with students of

! A video of a demonstrative performance can be found at this link: https://youtu.be/YPU5XrmORCQ . Consider that
the actual experiment shortened the length and tempo of the piece.
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Figure 30: “Clapping Music” score used in the experiment, with annotated modifications. Original from
https://sites.ualberta.ca/~michaelf/SEM-O/SEM-0_2014/Steve’s%20piece/Clapping%20Music.pdf.
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NYU’s percussion program (see Sect. 6). This step was taken to attest to the feasibility of the
score in this context. The pilot trials highlighted the challenging, but not overly so, nature of the
piece, making it land in the “sweet spot” of difficulty being engaging (especially for the Shifting
player) but easily repeatable multiple times. However, some adjustments were applied to keep
the average performance time within the one-minute mark. To achieve this, each bar’s repetition
iterations was set to two repetitions instead of four. The working tempo was also adjusted to 85
BPM. It was also noted that, according to the musical proficiency of the participant, the beat
accent was interpreted as either simple quarter-beat accents or compound triplet-beat accents.
This aspect was deemed not influential for the purposes of the experiment and the calculation of
relative metrics, so it was left to the participants to decide as more comfortable for them.

For reference, the complete annotated score is shown in Fig.30, where “Clap1l” corresponds

to the Static-part performer and “Clap2” to the Shifting-part performer.

5 Limitations

It needs to be noted that the presented hypotheses are constrained to the particular case
study brought forward, that of a star-topology network with two nodes with divergent acoustic
environments. Therefore no generalization claim is possible beyond said topology. Other fixed
factors that could potentially change the resulting observations include the choice of alternative
musical materials with different instrumentation or degree of complexity, alternative choice
of node rooms that are acoustically significantly different from the chosen combination, and
alternative choice of virtual “remote” environments. Factors such as the introduction of headsets
for multimodal rendering, multiple ensemble members, or specific responses to reverberation
parameters are also not part of this study. These are elements that are nevertheless interesting
pieces for future explorations that can complete the puzzle of decoding “immersion” plausibility
and quality in NMPs.

In regards to technical implementation, the auralization techniques implemented through
static generalized BRIRs do not represent a state-of-the-art immersive system since the
implementation does not include individualized HRTF user-fit nor head-tracking 3DOF rendering,
which are important elements for improving the immersive experience (Roginska and Geluso

2017). However, the introduction of individualization elements did not prove practically feasible
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(individually measuring the BRIRs of participants in different rooms is a big engineering cost). In
the case of head-tracked spatial audio rendering, its implementation would require a different
network topology to allow the rendering process to be executed at the end nodes rather than
a central node, meaning a higher need for resources and the likely introduction of additional
latency beyond the maximum viable levels specified by the study. Nevertheless, the proposed
lower-complexity study platform still stands as a valid and valuable model since these missing
elements can only improve the immersive quality of a system.

An interesting remark about divergent cases is that there is the potential for a
“double-slope-decay” effect (Boren and Andrea Genovese 2018), where the “net” reverberation tail
is a function of the interaction of connected reverberant rooms with different acoustic characters.
The interaction of the two environments can be minimized through signal gating essentially
making the effect negligible. However, when using open-back headphones there is the potential
that the smaller room between the local and virtual environment would provide the earliest
reflections, while the more reverberant room would provide more late-reverb energy. In practice,
external-source coloration, and gain differences would make this a variable situation requiring
its own measurement for determining the magnitude of this interaction. It is beyond the scope of
this dissertation to explore the actual degree of this impact, but it is worth to consider this when

thinking about the combinations of certain reverberant environments with others.
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CHAPTERV

TECHNICAL SETUP METHODOLOGY

Disclaimer: All distance and size units in this chapter are reported using the imperial system, using
terms such as “feet” and “inches”, rather than the metric system. This is done to keep consistency with
the measurement equipment used during the collection of the data presented in this chapter.

This chapter illustrates the methodology used for the technical setup of the experiment
design described in Ch. IV. The chapter first covers the selection of facilities needed for
implementing the connection setup, the measurement of the room acoustic filters (in the
form of BRIRs) used to apply the auralization environments described in section 4.2, and
headphone calibration for equalized audio reproduction. Next, the chapter covers the anatomy
of the finalized analog connection system and the digital audio software environment used for
recording, processing, and routing the performer’s signals. In addition to providing static room
acoustics simulation processing, routing software also applies an additional artificial delay to
simulate the latency levels found in typical internet-based remote connections, applying different
degrees of severity. Finally, the chapter covers a summary of the complete set of equipment
employed in all stages of the experiment and a summary of the pilot trials used for establishing a
tuning procedure for the signal levels.

The general goal of this stage was to implement a low-latency distributed network
environment capable of reproducing the auralization environments designed for studying
copresence in NMPs. Figure 31 represents the implementation target adapted to the facilities
available at the University department’s building, adapted from the conceptual model shown in
Ch.IV, Sect.4.1. While all the processing and recording happens in digital format, the system is
designed to leverage real-time transmission over an analog network, over which internet-based
connections could be simulated with the addition of artificial latency. In essence, a central

node location is in charge of collecting audio signals from connected rooms, recording them,

91



processing them with effects, and distributing the appropriate output mixes at each node. Each
mix would consist of the self-monitor signal of the performer, with or without room acoustic
processing using a “near-field” BRIR filter (x(t) or X(t)), mixed with the co-performer signal
processed with a “far-field” BRIR and occasional additional delay (Y(t — 7)). The specific choices
of BRIR filters for each routing depend on the auralization “mode” examined at each trial.
The combination of modes and latency level represent the main effects under study. To allow
amplitude calibration for the participants (necessary to account for different performance styles),
headphone amplifiers are introduced at each location for controlling the master mix audition
level relative to each node. Recording capture levels and mix levels are instead controlled at
the experimenter node. A communication channel is also included to allow the experimenter
to provide procedural instructions to the performers present at each node and send metronome

cues at the onset of trials.

1 Selected Locations

From its conception stage, the experiment was designed with the facilities of NYU’s Music and
Performing Arts Professions (MPAP) in mind. The Steinhardt Education Building, located at 35
West 4 Street in Manhattan, New York, is equipped with a network of acoustically treated rooms
dedicated to recording and producing music and hosting live concerts. The facilities comprise a
recording studio with annexed “Live Room” (Fig: 35), three ISO booths (Fig: 33), sound production
class spaces, lecture halls, and alarge reverberant theater located on the ground floor (Figs: 32,33).

The key feature of these acoustically diverse rooms is that they are interconnected
through an analog “copper” network that allows sound signals to travel through the building
at an analog transmission speed. The network can be accessed and routed from a central
location without disturbing parallel work occurring in other connected spaces. As a result,
these facilities were optimal for assembling a controlled-latency NMP environment that could
be isolated from the actual transmission delays, jitter, and protocol overheads inherent to
internet-based communication. Moreover, the facilities in the MPAP department also benefit
from the availability of professional and high-quality sound engineering technical equipment.

A total of six rooms played a role in the experiment. The two rooms selected for the

distributed phase of the experiment comprise a theater (Figs: 32 and 33) and an ISO booth (Fig:
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Figure 31: Conceptual implementation target of a three-node star topology network involving two
performing locations (Theater and Booth) and a central control node in charge of recording the raw audio
signals, processing the signal with latency and room acoustics effects, and route them towards the opposite
node. Each node also receives their own feedback signal (without added latency) with or without room
acoustics processing, according to the acoustic environment mode under examination. Reproduction
levels are controlled both at the experimenter station and at each node individually.
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33). Moreover, BRIR measurements were taken in this room for usage in the congruent auralization
environment designs, where the acoustic character of the routed signals is adapted to the local
performance room. Both rooms can be accessed through a centralized access point to the analog
network located in the room labeled “Control Room” (Fig: 34). A live studio room was selected
for usage during the pre-experiment baseline stage (see Fig. 35), due to its neutral acoustic
character and for being an optimal space for the concurrent recording of clean signals. In this
phase participants would perform in a traditional co-located environment for establishing a base
feeling of real “presence” while also collecting data signals for collocating objective performance
metrics collected across the experiment in relation to the performer’s pair musical ability. The two
selected lecture halls, relevant for the “non-locally-sourced” divergent auralization environments,
were selected because they had similar volumetric sizes but different surface materials, leading
to different room tones (Figs: 36 and 37).

Table 2 shows details on the dimensions of the room and the average reverberation time for
the rooms that were targeted for the study. More information on the auralization environment

modes can be found on page 74 of Ch. IV.
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Table 2: Rooms employed

Room name Usage Approximate Size Avg. RT60
Live Room: “Dolan” Baseline phase 15’ x 30" x 96" 0.44s
42’ x 66’ x 24’
Theatre: “Frederick Distributed phase (stage area)
Loewe theatre” and measurements 1.13s
(congruent modes) 83’ x 66’ x 24’
(total area)
1SO booth: Distributed phase ’ o
« 2 and measurements 15" x 12° x 83 0.12s
Research Lab
(congruent modes)
Large Lecture Hall: Measurements - - s
“Room 303” (divergent modes) 3687 x 3277 x 13 0-76s
}}/Iedmm Lecture H’a}ll: Me'easurements 396" x 307 x 112" 0.57 s
Conference Room (divergent modes)
Mechanical Room: Experimenter control N/A N/A

((CMR”

station

Table 2: Summary of rooms selected for the experiment, located at NYU’s “Education Building” at 35W.
4 Street in New York City. All locations are within the same building, occupying different floors, and
are connected via a copper wire infrastructure network. Dimensions are in ft, RT60 is calculated using
the mean RT30 fit of the 500 Hz and 1000 Hz octave bands, taken from omnidirectional room impulse
responses.
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Figure 32: Theater: Frederick Loewe Theater. View from stage. Located at
the ground floor of NYU’s Steinhardt Education Building in Manhattan.

Figure 33: Theater: Frederick Loewe Theater. View towards stage from back
corner. The theater is connected via analog wiring to the ISO Booth and
Control Room. This space is used as the “Theater” room for the distributed
phase of the study experiment.
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Figure 33: ISO BOOTH: Research Lab. This room is placed a few floors
above the Theatre and connected to it via analog wiring through the Control
Room. Space used as “ISO Booth” room for the distributed phase of the
study experiment.
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Figure 34: Routing and signal recording room:
Control Room. The experimenter station was set up
in the network wiring control room situated in the
same building. This room provides easy access to the
copper audio network across the building. All data
routing, processing and recording was performed in
this location.
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Figure 35: Live Room: Dolan’s recording studio. Used for the data collection process of
the co-located baseline phase of the experiment. The room’s reflectivity attributes can
be controlled and manipulated through the removal or addition of absorption panels and
acoustic diffusers.
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Figure 36: Large lecture Hall: Room 303. This lecture/recital room was
measured to collect BRIR acoustic filters employed for the “divergent”
modes of auralization.

Figure 37: Medium lecture hall: Conference Room. This lecture room
was measured to collect BRIR acoustic filters employed for the “divergent”
modes of auralization.
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2 Acoustic Measurements

In order to drive the virtual acoustic environments (auralization modes) designed for this
experiment, Binaural Room Impulse Responses (BRIRs) were measured in four different rooms.
The theater and ISO booth were measured for their usage in the convergent scenarios, while
the lecture rooms were measured for the divergent scenarios. The goal was to capture the
source-receiver acoustic paths representing both the self-produced sound of a performer (sound
of their own clap as heard in each room), and the sound of a co-performer as heard by the
reference performer within the room. The different examined modes would then be virtually
recreated using combinations of room filters. This was achieved by measuring BRIRs at two
different locations in each room, where the position of the emitter changed in relation to the
microphone, itself collocated at an approximate human seating height (4 ft). A “near-field”
measurement was first performed by placing the emitter at a height offset and length-distance
offset of 12 inches from the front of the microphone position (elevation angle ¢ = —45°, azimuth
angle # = 0°), representing an average hand position used for a “seated clapping stance”. The
second measurement was placed in the front direction (¢ = —45°, § = 0°) at a distance of 8ft
(meaning a wavefront arrival latency of 7ms in standard temperature and humidity conditions),
this time representing the virtual location of a co-performer as heard by the reference performer.

The measurement equipment comprised a binaural stereo “dummy head” microphone
(Neumann KU100) and a “flat-response” source emitter (Genelec Studio Monitor speaker, model
8030A). The motivation behind the use of a binaural microphone was to more accurately capture
the spatial auditory cues embedded in the directional room reflections and uncorrelated diffuse
field elicited by the measurement signal, as well as the capture of distance and elevation cues
pertaining to the source-receiver positional relationship. In each room, the emitter reproduction
level was calibrated to reach 80dB SPL at a distance of 2ft when playing a test pink-noise signal.
The level was not changed for the far position to preserve the amplitude relation between the
locations in the room. Figure 38 shows a sketch of the measurement setup for this phase. The
setup was identical for each target room, the only difference being the reference location of the
“center position” of the room or the theater stage where the microphone was set up.

The binaural room impulse responses were collected using the latest version of the
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RECORDING SETUP (SIDE VIEW)

Far position

Neumann KU100

8 ft

R
| I‘
' <
'
'
'
'

Genelec 8030A
emitter

]2):

Near position

Figure 38: Sketch of the binaural impulse response measurement layout. In each room of interest, a

Height = 4 ft

binaural microphone was placed at an approximate seating height in the center of the room (or stage). A
near-field measurement was taken at a horizontal and vertical offset of 12 inches and elevation ¢ = —45°

representing a “clapping” position. A second far-field measurement was taken at a distance of roughly 8ft

representing the spatial location of a co-performer within the room. Both measurements were performed

at the front direction, azimuth 6§ = 0°. Exponential sine-sweeps were used as stimulus signals.
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“ScanIR” software (Vanasse et al. 2019). In this process, a logarithmic sine-sweep was used as a
measurement signal due to its distortion-separation properties that best capture the frequency
response of a linear time-invariant system (Farina 2000). The generated sine sweeps were
computed to last 3 seconds, and range from 20 Hz to 20 kHz, produced at a sample rate of 48 kHz.
For each measurement location, five takes were collected and the results were averaged for the
purpose of reducing the influence of spurious noise events. The raw recordings were deconvolved
in the frequency domain with the analogous loop-back measurement of the soundcard equipment
performed with the original log sine sweep (Chan 2010). This allowed the signal to be equalized for
the frequency distortions inherent to the emitter’s driving amplifier’s electrical components. An
inverse FFT step was taken on the deconvolution results to retrieve the time-domain BRIR filters
used in the following stages of the experiment. The BRIR measurements were later processed
to remove the wavefront arrival latency in order to avoid delay interactions with the artificial
delay module used in the routing software. Finally, the measurements were truncated at their
reverberation time (chosen as the RT60 taken from the frequency band with the highest T30 value,
see Table 3) to remove trailing silences and optimize the real-time processing needed for the
distributed experiment.

In addition to the BRIR measurements, the rooms were also measured at the 8ft positions
with a stereo pair of omnidirectional measurement microphones that provide an improved
dynamic range (see Fig. 44 for technical reference). These measurements were used to extract
the acoustic parameters that summarize the sound character of each room of interest. For the
omnidirectional measurements, a “Maximum Length Sequence” signal was used (Schroder 1975)
due to its appropriateness for parametric extraction tasks. The omnidirectional measurements
were extended to the room used for the “Baseline” stage (Dolan’s Live room). The extracted
information is shown in Table 3. The table reports the RT60 reverberation time (average
across channels in the 500 Hz and 1000 Hz frequency octave bands), the reverberation time for
each octave band from 250 Hz to 4 kHz (average across channels), the Early Decay Time (EDT)
and direct-to-reverberant ratio (DRR). Due to the limited dynamic range of the measurement
microphones, the reverberation times reported are calculated using the linear fit estimation of
the RT30 measure (decay time to -35 dB from -5dB), in some cases where the decay rate was very

fast (i.e. ISO BOOTH) the RT20 measure was used instead.
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Table 3: Measured acoustic parameters

RT60 RT(250) RT(500) RT(1K) RT(2K) RT(4K) EDT DRR

Large Hall 0.76s 0.89s 0.82s 0.71s 0.70s  0.69s  0.69s 6.14dB
Medium Hall 0.57s 0.59s 0.58s 0.56s 0.53s 0.56s 0.46s 4.04dB
Live Room 0.42s 0.38s 0.41s 0.42s 0.47s 0.39s 0.38s 0.57dB
Theater 1.14s 1.29s 1.13s 1.10s 1.02s 0.78 s 0.31s 5.13dB
ISO Booth 0.12s 0.14s 0.13s 0.10s 0.09s 0.09's 0.08s 5.37dB

Table 3: Acoustic parameters for each employed room, extracted for different octave frequency bands.
Results were calculated from stereo omnidirectional measurements and averaged across channels.
The RT60 metric is the average of the 500 Hz and 1 kHz band (T30 fit). Metrics extracted through the
IOSR library from the University of Surrey (Hummersone 2017)

The final usage of the auralization filters landed on using the “Theatre” room for the
Symmetric Congruent mode. Out of the divergent rooms, the “Large Hall” room was selected for
the Symmetric Divergent mode (room 303) due to a less noisy background and the space being a

dedicated concert room, while the other available space is defined more as a concert hall.

2.1 Measurement Plots

The following plots illustrate the omnidirectional room impulse response behavior in the time
and frequency domain as measured in the three most salient rooms of the experiment. The
room that was used for the baseline process, where the participants would perform together in a
regular manner, and the two rooms that were used as locations for the distributed phase of the
experiment. The frequency domain response is smoothed over 1/4™ octave bands and the time
domain detail plot shows the first 120 ms from the onset of the impulse. The final plot represents
the normalized “Energy Decay Relief” (EDR), also known as Acoustic Fingerprint of a room. The
EDR represents the decay behavior of sound energy calculated from the Schroeder integration
curve (Schroeder 1979) over logarithmically-spaced narrowbands providing a visualization of how
fast sound decays in a room at different frequency points!. The plot of Fig: 42 shows the details of

the RT30 fit used for estimating the reverberation time in the 500 Hz and 1 kHz frequency bands,

! Please note that for visualization purposes, the x-axis pertaining to “Time” is not equal across these plots, but capped
at the calculated RT60 for each room
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the final RT60 measure was derived by averaging the RT30 over these two octave bands and over
the two signal channels.

For the full set of plots concerning the lecture hall rooms used for the “divergent”
auralization modes, and the full visualization of the BRIR measurements at the “near” and “far”

positions, please see section 2 of the Appendix.

3 Headphone Correction Filters

To achieve a neutral reproduction, that avoids unwanted stages of coloration, it is customary
to correct the headphone output towards a target (in this case “flat”) frequency response.
Headphone equalization has been consistently shown to improve perceptual qualities of spatial
audio reproduction (Schirer and Lindau 2009). Ideally, to obtain accurate equalization filters
tailored to each user, the headphone correction filters should be measured individually over each
subject (Pralong and Carlile 1996) for each headphone employed. However, the introduction of
this step was not deemed appropriate for the flow of the experiment, making it rather preferable
to obtain generalized equalization filters with a smooth response.

Two units of open-back Sennheiser HD650 were measured and employed for the distributed
experiment. The choice of open-back headphones allowed some degree of local diffuse room
acoustic field to seep through to the performer while in the “Raw” mode of auralization
environment, thus avoiding a directionally collapsed sound field at the reproduction output. This
choice also helped to perceptually reinforce the directionality of the performer’s own clap in
support of the self-monitoring signal. Furthermore, the chosen brand of headphones is renowned
for producing a reasonably neutral sound before any equalization (R&mo6 and Vilimaki 2012). This
neutral baseline translates to lower magnitude correction needs, making the impact of potential
distortions and non-ideal individual fits of digital correction filters less severe. On the other
hand, the drawback of utilizing open-back headphones is that the local field can seep through the
acoustic path to the listener even when not intended to (i.e. when a BRIR pertaining to a different
room needed to be applied). In spite of that, informal tests determined that this undesired
effect was negligible, as the spatial auralized signal perceptually dominated and masked the local

reflections.

105



On the other hand, if closed-back headphones were to be used, a potential challenge
would regard the direct self-sound potentially not being instantaneously accurate (and the real
instantaneous sound coming through occluded by the headphone body). A potential solution
would be to separate the direct from the reverberant portion of the sounds, by having an optimized
local direct monitoring that bypasses the central node (perhaps with some signal gating to remove
reflections), mixed with the reverberant rendered sound (using an impulse response devoided of
the direct transient) processed through the network. In an ideal implementation, participants
would have been required to switch from open-back to closed-back headphones according to
the auralization mode under examination. However, this was not considered practical for the
feasibility of the experiment in its current form.

Frequency correction filters were measured by placing the target headphone units on top
of a binaural microphone (i.e., Neumann KU100) in an acoustically dry space. Each headphone
cup was measured individually using a one-second logarithmic sine sweep, spanning a frequency
range from 20 Hz to 20 kHz (Farina 2000) sampled at 48 kHz, and repeated a total of ten
times per unit before averaging results. To improve robustness to displacement variations, the
headphones were removed and reseated on the dummy head microphone between each repetition
of the measurements (Masiero and Fels 2011). The measurements were processed to extract
inverse filters from the measured frequency-domain transfer functions, individually for each
unit. High-shelf regularization (4 kHz cutoff frequency) and a flat-response reference target curve
were applied using methods described in (Schirer and Lindau 2009; Lavoie et al. 2004). Results
were converted to minimum-phase time-domain FIR filters. Finally, the filters were translated
to equivalent IIR coefficients that could be applied to parametric EQ plugins using the tools
published on the AutoEQ GitHub repository (Pasanen 2020). The equalization plugin consisted
of a 10-band IIR using equivalent coefficients to the measured correction filters, applied within

the DAW environment used for processing and routing.

4 Distributed Network Setup

The signal distribution network was built on top of the pre-existing low-latency analog routing
channels communicating to the selected facilities. The routing was controlled from an access

point location (“Control Room”) in which a machine was set up to collect the incoming audio
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Figure 39: Frequency and Time behaviour of the Live Room used for the baseline study of the
copresence experiment. Measurement taken with an omnidirectional pair at 8ft distance from the
emitting impulse source. Frequency response is shown smoothed over 1/4 octave bands.
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Theater, Omni pair. RT: 1.114 s

Freq. Magnitude Response
T

@ T
g o 7
=
Eoop -
@ =
-
E -201 Left sig 1
20 Right sig
30 Al 1 . L | L L
10° 10° 10%
Log Frequency [Hz]
05 Zoome-in detail of Time Response
. T T T T
L1b]
s
S oph L
£
<
0.5 I 1 1 1 1
0 0.02 0.04 0.06 0.08 0.1 0.12
Time [s]
Normalized Energy Decay Relief (EDR)
0~
-10 -
5 -20
=
@
Elal Rz
IS o o ': "v ,vv
é’ -40 e. .-, :,’ :‘}}’:’4 ‘ ’0. " ’ 4 "1?' “' \/
[P 0,96, t,c"f, ¢ ‘,0 \
-50 | l‘ 4 0 ‘ .
"l” 7y , u&rt e
77/ ,50 0

10* 1.2 Time [s]

Log Frequency [Hz]

Figure 40: Frequency and Time behaviour of the Theater location (“F. Loewe Theater”). Used as
one of the performer locations for the distributed performance phase. Measurement taken with an
omnidirectional pair at 8ft distance from the emitting impulse source. Frequency response is shown
smoothed over 1/4 octave bands.
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ISO Booth, Omni pair. RT: 0.116 s
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Figure 41: Frequency and Time behavior of the ISO Booth location (“Research Lab’) Used as one
of the performer locations for the distributed performance phase. Measurement taken with an
omnidirectional pair at an 8ft distance from the emitting impulse source. Frequency response is shown
smoothed over 1/4 octave bands.
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Figure 42: RT30 fit of the Theater and ISO Booth location at the 500 Hz and 1 kHz. These rooms

corresponded to the performer locations for the distributed performance phase. Taken from the
omnidirectional measurement of an impulse response from a source at 8ft.
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signals, record them as raw inputs, process them with artificial latency and room acoustics filters
(according to the auralization environment), and finally route them to their respective locations.
Figure 43 illustrates the full hardware and software signal path from capture to reproduction. The
connection setup described in this figure is illustrated in its finalized form as used for the data
collection process described in VI.

The signal of each capture mic in each room is first injected into the analog routing network
(EDAC link) and fed to a pre-amp to provide phantom power and control the gain levels of each
microphone. The amplified analog signal is then sampled into digital form (sample rate: 48 kHz)
through alow-latency high-quality converter unit which connects via an optical link to a USB audio
interface. The interface is also a professional broadcasting-quality system able to handle buffers
as low as 32 samples for real-time processing of audio channels. At this stage the signal enters
the “software path” where it is internally routed into a DAW. The DAW environment is in charge of
recording, processing, mixing and routing of the signal mixes dedicated to each receiving room
(see sect. 4.1 for details on the processing DAW plugins). The performance recordings are taken
raw before any processing is applied.

The processing blocks comprise a noise gate to remove local reflections when detrimental to
the realization of certain auralization modes, a Short-Time-Fourier-Transform (STFT) FIR stereo
convolution reverb, an artificial delay plugin, and finally an IIR EQ filter derived from the stereo
calibration measurements. Each node mix comprises a “self-monitoring” signal (not passed
through the delay block) and a “co-performer” signal (plus the communication channel whenever
used). According to the auralization mode activated at each trial, the self and co-performer
signals are processed with different stereo BRIRs respectively belonging to the “near” and “far”
measurements. An unprocessed hard-panned stereo mix of the captured signals is also created
for the experimenter in order to monitor the ongoing process of experiment trials. The final mixes
are routed out through dedicated hardware interface output ports, converted back into the analog
domain, and sent through their respective destination channels (organized in L/R stereo for each
output). The L/R channels are finally collected in each destination room and sent to locally-placed

headphone amplifiers capable of providing mix-level controls at each node.
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Figure 43: Full signal path showing the raw signal flow from the experiment rooms (Rooms “A” and “B”) to
the recording station, while a processed version gets sent back to the connected rooms. Signals from the
experimenter are also injected into the output hardware path to allow procedural instructions to be heard
over headphones. The exact software processing path on each signal varied according to acoustic mode,
originating room, and whether it was mixed as a “self-monitoring” signal or a “co-performer” signal.
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4.1 Software Environment

The digital signal processing path is handled in the REAPER DAW environment (REAPER, Digital
Audio Workstation n.d.). The DAW session is set up to handle three stereo output mixes (mix
for “theater”, mix for “booth”, and “control room” mix) from three different inputs (mono
capture in each room). From the perspective of each node, each mix contains the self-produced
signal, processed according to the desired auralization mode using a “near” BRIR filter, and the
co-performer signal, processed with a “far” BRIR filter plus one of three possible artificial delay
levels. All processing is handled by using proprietary VST plugins optimized for usage with
the REAPER DAW. A recording session template was created for the fast handling of different
processing settings across trial conditions comprising different modes and latency levels. This
is achieved by setting up easily navigable “regions” that can be automatized to activate different
combinations of plugin settings according to the playback marker position in the session timeline.
The region system is numbered accordingly to randomized lists of trial-execution orders specially
created for each pair of participants. The experimenter’s task is thus reduced to the manual
navigation of the correct region at each trial in the list order.

In regards to the signal pipeline, the first block of digital processing consists of a noise gate
set at -38dB which serves to remove low-amplitude reflections from the captured signal before
applying BRIR processing. This step ensures that no collapsed directional reflection energy is
fed through the BRIR filters creating perceptual artifacts due to interactions with the embedded
spatial reflection binaural cues. This step is not necessary for the signal captured in the ISO
booth room since the reflection levels pertaining to that space are negligible. Four instances
of an STFT-based stereo convolution reverb plugin are set up to handle the different “near” and
“far” filter combinations for each send channel. The plugin algorithmic latency is minimized
via the Low-latency (LL) and Zero-latency (ZL) options which activate extra CPU threads for faster
processing (Francis n.d.). Thanks to interface compatibility, 32-sample buffers could be used for
minimized buffer delay. The noise gate and reverb processors are not active for the “Raw (R)”
mode, as that specific modality is intended to send signals as they are captured.

Before mixing, the “co-performer” send of each mix is passed through an artificial delay
plugin that inserted additional signal delay in accordance with one of three desired latency levels

namely “7 ms”, “20 ms”, and “40 ms”) depending on the current trial activation. The base system
y ) ) p g y
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latency was taken into account when tuning the specific settings, to obtain the desired one-way
total arrival latency at each node. For details on the system latency measurement please refer to
section 4.2. The mixes are then passed through a bus-level parametric EQ effect, which applied the
headphone correction filter in IIR form (tuned individually per headphone unit, so each bus has
a different EQ setting) in order to compensate for the coloration introduced by the reproduction
drivers.

To cue the start of a performance at each trial, a click metronome cue signal is placed on the
mix bus pertaining to the performer assigned to the “Static Part”, in practice this meant that for
the first half of the trial set the metronome cue is sent to the mix destined to the ISO Booth, while
for the second half of the trial-set, the cue is sent to the Theater mix. The metronome is set to
play a 4-beat cue for four bars at 85 BPM. The third mix created for the experimenter is void of any
processing besides hard-panning the performer signals to the left and right output channels. The
purpose of this mix is to monitor the correct procedural progress of the experiment and quickly

troubleshoot occasional faults.

4.2 System Latency

The round-trip network system base latency was measured in order to evaluate the pipeline
implementation and to calibrate the actual artificial delay parameters needed to obtain the
desired one-way interaction latency levels. The latency measurement was conducted by creating
a loop-back connection to the target rooms (one at a time) through the network environment
described in the previous sections. The REAPER DAW was configured to not compensate
for the interface delay, while keeping the processing plugins active and configured in the
same way intended for the experiment session (48 kHz sample rate), minus the artificial
delay plugin (worst-case scenario). To include the electric process path of the playback and
capture components, the signal was reproduced through a sound emitter in close contact with
amicrophone. An impulse signal was transmitted through this path and simultaneously recorded
through a different track. In summary, the full loop-back latency measurement path started in the
measurement software, including plugins, DAC converter, analog path, headphone amp, emitter,
minimal acoustic path, back into the analog circuit path, pre-amp, ADC conversion, interface,

and software recording.
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To calculate the latency amount, the recording and stimulus signal was fed into a
cross-correlation algorithm in MATLAB which provided the amount of samples displacement
between the two. Since this number represented the round-trip latency of the system, the one-way
latency measure was taken as half of that value. Values were found to be close enough across the
Theater and Booth rooms, thus a unified value was taken as average. Over a number of takes, the
average round-trip latency value was found to be 4.6 milliseconds, meaning a one-way system
latency measure of roughly 2.3 milliseconds, of which 1.3 were assigned to the USB interface

(reported through the driver software).

Table 4: System latency and actual delay level parameters

System latency Value
Round trip latency 4.6 ms (applied offset value)
One-way latency 2.3ms
USB Interface 1.3 ms
Trial condition One-way interaction latency  Plugin adjustment parameter
“Acoustic latency” level 7 ms 2.4 ms
“Mild latency” level 20 ms 15.4 ms
“High latency” level 40 ms 35.4 ms

Table 4: Measured system latency